Effects of harvest on carbon and nitrogen dynamics in a Pacific Northwest forest catchment
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We used a new ecohydrological model, Visualizing Ecosystems for Land Management Assessments (VELMA), to analyze the effects of forest harvest on catchment carbon and nitrogen dynamics. We applied the model to a 10 ha headwater catchment in the western Oregon Cascade Range where two major disturbance events have occurred during the past 500 years: a stand-replacing fire circa 1525 and a clear-cut in 1975. Hydrological and biogeochemical data from this site and other Pacific Northwest forest ecosystems were used to calibrate the model. Model parameters were first calibrated to simulate the postfire buildup of ecosystem carbon and nitrogen stocks in plants and soil from 1525 to 1969, the year when stream flow and chemistry measurements were begun. Thereafter, the model was used to simulate old-growth (1969–1974) and postharvest (1975–2008) temporal changes in carbon and nitrogen dynamics. VELMA accurately captured observed changes in carbon and nitrogen dynamics before and after harvest. The interaction of hydrological and biogeochemical processes in the model provided a means for interpreting these changes.

Results show that (1) losses of dissolved nutrients in the preharvest old-growth forest were generally low and consisted primarily of organic nitrogen and carbon; (2) following harvest, carbon and nitrogen losses from the terrestrial system to the stream and atmosphere increased as a result of reduced plant nitrogen uptake, increased soil organic matter decomposition, and high soil moisture; and (3) the rate of forest regrowth following harvest was lower than that after fire because post-clear-cut stocks and turnover of detritus nitrogen were substantially lower than after fire.


1. Introduction

[3] Harvest and fire are two disturbances that have impacted the life history of the vegetation growth in forests of the Pacific Northwest (PNW) [Agee, 1990, 1994; Franklin and Forman, 1987; Stednick, 1996; Wright and Agee, 2004; Wright and Heinselman, 1973]. Forest fire and harvest in the PNW have been found to increase water yield [Amaranthus et al., 1989; Bosch and Hewlett, 1982; Helvey, 1980; Hibbert, 1966], summer low flow [Kappeler and Ziemen, 1990; Neary et al., 2005], peak streamflow [Beschta et al., 2000; Harr and McCorison, 1979; Ice et al., 2004], stream nutrient concentrations [Beschta, 1990; Sollins and McCorison, 1981; Sollins et al., 1981; Tiedemann et al., 1988], greenhouse gas emissions [Harmon et al., 1990; Turner et al., 2003], and soil microbial activity [Bormann et al., 1968; Grant et al., 2007]. Forest fire and harvest have also been shown to reduce evapotranspiration [Jones and Post, 2004; Jones, 2000; Ice et al., 2004], plant nitrogen uptake, and forest productivity [Sollins and McCorison, 1981]. These changes to hydrological and biogeochemical dynamics affect ecosystem services relevant to human well-being, including provisioning of forest products, clean water, flood protection, greenhouse gas regulation, wildlife habitat, and others [Millennium Ecosystem Assessment 2005]. For informed management decisions to be made, it is therefore important to understand how historical natural and man-made disturbances affected long-term watershed hydrodynamics, carbon and nitrogen dynamics, and vegetation recovery, so as to draw insights into the impact of future management on key ecosystem processes. Attempts at investigating the impact of forest disturbances have usually been addressed through paired-watershed experiments [Harr and McCorison, 1979; Langford, 1976; Moore and Wondzell, 2005; Weber and Flannigan, 1997] or model simulations [Janisch and Harmon, 2002; Storck et al., 1998; Tague and Band, 2000; Wright et al., 2002].

[3] A number of experimental paired-watershed studies have explored the impact of harvest on ecosystem dynamics in PNW forests. These experimental studies have been
conducted in places such as the H.J. Andrews Experimental Forest (HJA) in the western-central Cascade Mountains of Oregon, and the Alsea watershed study in coastal Oregon, among others. For example, (1) Stednick [2008] used long-term measurement of nutrient losses to the stream to explore the impact of forest harvest on water quality in three watersheds in coastal Oregon, and (2) Sollins and McCorison [1981] measured nitrogen concentration in a small experimental watershed in western Oregon to explore the impact of clear-cutting on nitrogen pools and losses. Nonetheless, the complexity of experimental ecosystem studies often prevents direct interpretation of relationships between responses and specific perturbations [Grant et al., 2008]. Moreover, difficulties in separating the effects of plant biomass removal from the effects of roads have been identified and known to impact experimental results [Yanai et al., 2003]. Furthermore, experimental studies are usually expensive, require a significant time commitment, and cannot be used alone to quantify the contribution of specific processes to specific observed biogeochemical responses [Alila and Beckers, 2001; Giesen et al., 2008; Stednick, 2008].

Process-based ecohydrological models can help address this need by providing a whole-system synthesis of disparate data sets and by exploring underlying process-level controls on catchment hydrological and biogeochemical responses to disturbance. Models can isolate the effect of a “target” treatment factor from the effects of other factors that may be unavoidably altered within a single treatment [McKane et al., 1997]. A number of models have been used to test forest management treatment scenarios, reproduce historical disturbances, and simulate postdisturbance successional changes in carbon and nitrogen, among others. For example, (1) Harmon and Marks [2002] developed a carbon model STANDCARB to examine the effects of forest management treatments such as slash burning, partial harvest, and clear-cutting, among others, on plant and soil carbon pools in PNW forests; (2) Wimberly [2002] used a spatial simulation model of forest succession to mimic presettlement landscape dynamics in the Oregon Coast Range; and (3) Peng et al. [2002] used the CENTURY model [Parton et al., 1992] to simulate the impact of different harvesting intensities and rotation lengths on the long-term carbon and nitrogen dynamics of boreal forests in central Canada. These and other simulation models have provided an effective tool to complement field research and to examine the integrated responses of watershed hydrology, ecology, and biogeochemistry to interacting stressors.

However, existing process-based models have disadvantages. Many are too simple to capture the important process-level hydrological and biogeochemical controls on ecosystem responses to disturbance. At the other extreme, some models are so complex that they require forcing data that are often unavailable, are too computationally expensive to extrapolate local dynamics over large watershed areas, or require a high level of expertise to implement. There is therefore a need for a balanced approach, specifically, an accessible, spatially distributed, ecohydrological model that is both computationally efficient and relatively easy to implement for analyzing the potential effects of changes in climate, land use, and land cover on watershed hydrological and biogeochemical processes.

We use such an ecohydrological model, Visualizing Ecosystems for Land Management Assessments (VELMA) [Abdelnour et al., 2011], to investigate the response of PNW forests to harvest. Specifically, we apply the model to a small intensively studied catchment (watershed 10 (WS10)), where a stand-replacing fire occurred in 1525 and a 100% clear-cut in 1975. First, we calibrate the model to simulate the buildup of ecosystem C and N stocks from the onset of the stand-replacing fire of 1525–1969 the first year with available streamflow and C and N data. Thereafter, we explore the temporal changes in measured and unmeasured biogeochemical fluxes such as nutrient losses, soil heterotrophic respiration, and N2-N2O emissions, among others, for two periods of interest: (1) during old-growth condition when the ecosystem was relatively close to steady state (1969–1974) and (2) following the 1975 whole-catchment clear-cut (1975–2008). Section 2 describes the study site. Section 3 provides an overview of the VELMA modeling framework. Section 4 describes the simulation methods, the calibration, and the sensitivity analysis. Section 5 presents model results and discussion. Section 6 summarizes our major conclusions.

2. Site Description

WS10 of the HJA is a small 10.2 ha catchment located in the western-central Cascade Mountains of Oregon, at latitude 44°15′N and longitude 122°20′W (Figure 1). WS10 has been the site of intensive research and manipulation by the U.S. Forest Service since the 1960s, mainly to study the effects of forest harvest on hydrology, sediment transport, and nutrient loss [Dyreness, 1973; Fredriksen, 1975; Harr and McCorison, 1979; Jones and Grant, 1996; Rothacher, 1965; Sollins and McCorison, 1981; Sollins et al., 1981].

WS10 elevation ranges from 430 m at the stream gauging station to 700 m at the southeastern ridgeline. Near-stream and side-slope gradients are approximately 24° and 25°–50°, respectively [Grier and Logan, 1977; Sollins et al., 1981]. The climate is relatively mild with wet winters and dry summers [Grier and Logan, 1977]. Mean annual temperature is 8.5°C. Daily temperature extremes vary from 39°C in the summer to −20°C in the winter [Sollins and McCorison, 1981]. Mean annual precipitation is 2300 mm and falls primarily as rain between October and April [Jones and Grant, 1996]. Snow rarely persists longer than a couple of weeks and usually melts within 1–2 days [Harr and McCorison, 1979; Harr et al., 1982; Jones, 2000]. Soils are of the Frissel series, which are classified as Typic Dystrochrepts with fine loamy to loamy-skeletal texture [Sollins et al., 1981; Vanderbilt et al., 2003] and are generally deep and well drained [Grier and Logan, 1977].

Two significant events determined the life history of the vegetation growth in WS10, a stand-replacing fire event in 1525 [Wright et al., 2002] and a man-made clear-cut in 1975 [Sollins and McCorison, 1981]. Prior to the 100% clear-cut in 1975, WS10 was a 450 year old forest dominated by Douglas-fir (Pseudotsuga menziesii), western hemlock (Tsuga heterophylla), and western red cedar (Thuja plicata) [Grier and Logan, 1977] reaching up to approximately 60 m in height, with rooting depths rarely exceeding 100 cm [Santantonio et al., 1977]. In the spring
of 1975, WS10 was clear-cut. All trees and woody materials larger than 20 cm in diameter or 2.4 m in length, including many logs on the ground, were removed from the site. Large woody slash was disposed of without burning [Gholz et al., 1985]. Post-clear-cut residual plants consisted of understory shade tolerant vegetation and shrubbery, undamaged by harvest [Gholz et al., 1985]. Species such as vine maple (Acer circinatum), Pacific rhododendron (Rhododendron maximum), and chinkapin (Castanopsis chrysophyllea) regenerated during the spring after logging. In 1976, 1 year after clear-cut, WS10 was planted with 2 year-old seedlings of Douglas-fir [Gholz et al., 1985]. The dominant vegetation of WS10 today is an approximately 35 year-old mixed Douglas-fir and western hemlock stand.

3. The Ecological Model

[10] We have developed a spatially distributed ecohydrological model, VELMA, to simulate changes in soil water infiltration and redistribution, evapotranspiration (ET), surface and subsurface runoff, carbon and nitrogen cycling in plants and soils, and the transport of dissolved forms of carbon and nitrogen from the terrestrial landscape to streams. VELMA is designed to simulate the integrated responses of ecohydrological processes to multiple forcing variables, e.g., changes in climate, land use, and land cover. It is intended to be broadly applicable to a variety of ecosystems (forest, grassland, agricultural, tundra, etc.) and to provide a computationally efficient means for scaling up ecohydrological responses across multiple spatial and temporal scales: hillslopes to basins, and days to centuries. A detailed description of the biogeochemical component of VELMA is provided in Appendix A. [Note: The hydrological component of VELMA was presented in Abdelnour et al. [2011] and will not be described in the current manuscript.]

[11] The model uses a distributed soil column framework to simulate the movement of water and nutrients (organically bound carbon (C) and nitrogen (N) in plants and soils; dissolved inorganic nitrogen (DIN), dissolved organic nitrogen (DON), and dissolved organic carbon (DOC); and gaseous forms of C and N including CO₂, N₂O, and N₂)
within the soil, between the soil and the vegetation, and from the soil surface and vegetation to the atmosphere. The soil column model consists of three coupled submodels: (1) a hydrological model (Figure A2) that simulates vertical and lateral movement of water within soil, losses of water from soil and vegetation to the atmosphere, and the growth and ablation of the seasonal snowpack (the hydrological model is described in Appendix A of Abdelnour et al. [2011]); (2) a soil temperature model [Cheng et al., 2010] that simulates daily soil layer temperatures from surface air temperature and snow depth by propagating the air temperature first through the snowpack and then through the ground using the analytical solution of the one-dimensional thermal diffusion equation (equations (A1)–(A6)); and (3) a plant-soil model (Figure A3) that simulates ecosystem carbon storage and the cycling of C and N between a plant biomass layer and the active soil pools. Specifically, the plant-soil model simulates the interaction among aboveground plant biomass, soil organic carbon (SOC), soil nitrogen including dissolved nitrate (NO₃), ammonium (NH₄), and organic nitrogen, as well as DOC (equations (A7)–(A12)). Daily atmospheric inputs of wet and dry nitrogen deposition are accounted for in the ammonium pool of the shallow soil layer (equation (A13)). Uptake of ammonium and nitrate by plants is modeled using a Type II Michaelis-Menten function (equation (A14)). Loss of plant biomass is simulated through a density-dependent mortality. The mortality rate and the nitrogen uptake rate mimic the exponential growth rate, respectively, as plants go through successions and reach equilibrium (equations (A14)–(A18)). Vertical transport of nutrients from one layer to another in a soil column is a function of water drainage (equations (A19)–(A22)). Decomposition of SOC follows first-order kinetics controlled by soil temperature and moisture content as described in the terrestrial ecosystem model (TEM) of Raich et al. [1991] (equations (A23)–(A26)). Nitrification (equations (A27)–(A30)) and denitrification (equations (A31)–(A34)) were simulated using the equations from the generalized model of N₂ and N₂O production of Parton et al. [1996, 2001] and Del Grosso et al. [2000].

The soil column model is placed within a catchment framework to create a spatially distributed model applicable to watersheds and landscapes. Adjacent soil columns interact with each other through the downslope lateral transport of water and nutrients (Figure A1). Surface and subsurface lateral flow are routed using a multiple flow direction method [Freeman, 1991; Quinn et al., 1991]. As with vertical drainage of soil water, lateral subsurface downslope flow is modeled using a simple logistic function and corrected for the local topographic slope angle. Lateral transport of nutrients from one soil column to the subsequent soil column or toward the stream is simulated as a function of subsurface flow and nutrient-specific loss rates (equations (A35)–(A38)). Nutrients transported downslope from one soil column to another can be processed through the different C and N cycling submodels in that downslope soil column, or continue to flow downslope, interacting with other soil columns or ultimately discharging water and nutrients to the stream.

4. Simulation Methods

4.1. Data

[13] The model is forced with daily temperature, precipitation, and atmospheric nitrogen deposition. Observed daily temperature and precipitation data for the period 1 January 1969 to 31 December 2008 were obtained from the H.J. Andrews Long-Term Ecological Research (LTER) PRI-MET, CS2MET, and H15MET meteorological stations located around WS10 [Daly and McKee, 2011] (see Figure 1). At the HJA, observed wet atmospheric nitrogen deposition is available approximately every 3 weeks, for the period 1968–2010, whereas observed dry atmospheric nitrogen deposition is available two to four times a year, for the period 1988–2010 [Johnson and Fredriksen, 2010]. However, for the purpose of our simulations, we will use the average annual value of the total wet and dry nitrogen deposition found by Sollins et al. [1980] (equation (A13)). Sollins et al. [1980] measured the average wet and dry nitrogen deposition in WS10 for the period 1973–1975 and found that annual N input in precipitation and dust was approximately 0.2 g N m⁻² yr⁻¹. This average annual value is then partitioned based on the ratio of daily precipitation to the average (1969–2008) annual precipitation.

[14] Observed data used for model calibration and validation include daily streamflow measured at the WS10 weir between 1969 and 2008 [Johnson and Rothacher, 2009], and NO₃, NH₄, DON and DOC losses to the stream measured for flow-weighted, composite samples collected approximately once every 3 weeks for the period 1978–2007, except DOC for which the period of record is 1992–2007 [Johnson and Fredriksen, 2011]. A 30 m resolution digital elevation model of the H.J. Andrews’ WS10 [Valentine and Lienkaemper, 2005] was used to compute flow direction, delineate watershed boundaries, and generate a channel network. Each 30 m × 30 m soil column was divided into four layers and was assumed to have an average soil column depth to bedrock of 2 m [Ranken, 1974]. The dominant soil texture was specified as loam [Ranken, 1974]. Porosity, field capacity, and wilting point values were obtained following Dingman [1994].

4.2. Model Calibration and C and N “Spin-Up”

4.2.1. Hydrological Parameter Calibration

[15] Abdelnour et al. [2011] previously calibrated and validated VELMA’s hydrological parameters to simulate pre-clear-cut and post-clear-cut temporal changes in WS10’s streamflow. Specifically, model hydrological parameters such as the surface hydraulic conductivity, soil layer thicknesses, ET shape factor, and snowmelt parameters were calibrated to (1) reproduce the observed daily streamflow for the period 1969–2008, (2) capture the observed subsurface dynamics in WS10 (i.e., preferential lateral transport of water at the soil-bedrock interface [Ranken, 1974; Van Verseveld et al., 2008]), and (3) mimic the rapid runoff response to rainfall [Kirchner, 2003; Ranken, 1974]. Hydrological parameter names, values, and references can be found in Tables A1 and A2 in Appendix A of Abdelnour et al. [2011].

4.2.2. Biogeochemical Parameter Calibration

[16] A postfire “buildup” simulation was conducted for the period 1525–1968 (Figure 2) to identify, through
4.3. Sensitivity Analysis

We employ the method described by McKane et al. [1997] to conduct a sensitivity analysis of the model’s calibrated parameters. This sensitivity analysis includes two parts. Part 1 examines the model’s sensitivity to VELMA’s most important hydrological and biogeochemical parameters. Specifically, we choose three hydrological parameters: surface hydraulic conductivity, lateral and vertical decay of the hydraulic conductivity with depth; and six biogeochemical parameters: loss rates for nitrate, ammonium, DON, and DOC, carbon decomposition rate into the DON pool, and average annual nitrogen deposition. Based on our experience with calibrating the model, these parameters were clearly the most important in affecting hydrological and biogeochemical outputs. We examined the model’s sensitivity to each of these parameters individually by increasing or decreasing the calibrated value by 10% and 20%, then rerunning the model for all of the experimental treatments. We calculated the absolute differences between simulated and measured data for each of the five output variables (streamflow, NO3,N, NH4, DON, and DOC losses) for which high-quality observed data are available, in particular, observed stream flow and chemistry for WS10’s preharvest (1969–1974) and postharvest (1975–2008) periods of record, and normalized it against the absolute differences between the original simulated results and the observed data. For each adjustment in a given variable, an error term was calculated to assess parameter sensitivity and used to help identify whether a given set of parameter values represents a best fit of the model to the observed data [McKane et al., 1997]:

\[ E = \left\lfloor \frac{1}{5} \sum_{i=1}^{5} \left( \frac{|S_i - O_i|}{|S_{o,i} - O_i|} \right) \right\rfloor / 5, \]

where \( E \) is the normalized absolute error, \( S_i \) is the simulated output (e.g., streamflow), \( O_i \) is the corresponding observed output, and \( S_{o,i} \) is the original simulated output. If \( E = 1 \), the adjustment in variable did not result in any change in the absolute error. For \( E > 1 \), the adjustment in variable increased the absolute error, and, for \( E < 1 \), the adjustment
in variable decreased the absolute error. Part 2 of our sensitivity analysis examined how the overall error term changes when VELMA is calibrated to favor alternative flow pathways. The model is currently optimized for deep-flow paths [Abdelnour et al., 2011], those favoring rapid vertical flow and subsequent lateral flow along the soil-bedrock interface to the stream, that Ranken [1974], Van Verseveld et al. [2008], and Kirchner [2003] identified through their experimental studies as the predominant flow path in WS10. Alternatively, by changing soil layer thickness to have (1) equal soil layer thickness along the soil profile, which favors deep flow and slow runoff response to rainfall, or (2) a geometric progression of soil layer thickness along the soil profile, which favors shallow subsurface runoff and deep storage of water, we evaluated how well such a parameterization compares to the current one that is more consistent with available experimental data. Results of the sensitivity analysis showed that, for both Parts 1 and 2 of the sensitivity analysis, all of the $E$ calculated are greater than 1.0 (Table 2 and Figure 4), indicating that the current model calibration provides the best fit to the measured data.

### 4.4. Pre-Clear-Cut and Post-Clear-Cut Simulations

(1) A pre-clear-cut “old-growth” simulation was conducted for the period 1969–1974 (Figure 2) to explore daily, seasonal, and annual changes in C and N dynamics when the ecosystem was close to steady state conditions.

<table>
<thead>
<tr>
<th>Output Parameter</th>
<th>Simulated Mean Value</th>
<th>Simulated Range of Values</th>
<th>Observed Mean Value</th>
<th>Observed Range of Values</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>DIN loss (g Nm$^{-2}$ yr$^{-1}$)</td>
<td>0.03</td>
<td>0.012–0.05</td>
<td>0.040</td>
<td>0.019–0.06</td>
<td>Sollins et al. [1980]</td>
</tr>
<tr>
<td>DON loss (g Nm$^{-2}$ yr$^{-1}$)</td>
<td>0.12</td>
<td>0.09–0.17</td>
<td>0.09</td>
<td>0.075–0.11</td>
<td>Sollins and McCorison [1981]</td>
</tr>
<tr>
<td>DOC loss (g Cm$^{-2}$ yr$^{-1}$)</td>
<td>1.8</td>
<td>1.3–2.4</td>
<td>3.18</td>
<td>2.0–4.3</td>
<td>Sollins and McCorison [1981]</td>
</tr>
<tr>
<td>Plant biomass (g Cm$^{-2}$)</td>
<td>42,500</td>
<td>42,300–42,600</td>
<td>39,807</td>
<td>34,800–44,800</td>
<td>Harmon et al. [2004]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>45,500</td>
<td>14,700–60,600</td>
<td>Smithwick et al. [2002]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>43,500</td>
<td></td>
<td>Grier and Logan [1977]</td>
</tr>
<tr>
<td>SOC (g Cm$^{-2}$)</td>
<td>25,600</td>
<td>25,500–25,800</td>
<td>22,092</td>
<td>20,600–23,600</td>
<td>Harmon et al. [2004]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>19,000</td>
<td></td>
<td>Grier and Logan [1977]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>39,600</td>
<td></td>
<td>Means et al. [1992]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>27,500</td>
<td>7500–50,000</td>
<td>Smithwick et al. [2002]</td>
</tr>
<tr>
<td>Total carbon storage (g Cm$^{-2}$)</td>
<td>68,100</td>
<td>67,800–68,400</td>
<td>61,899</td>
<td>56,600–67,700</td>
<td>Harmon et al. [2004]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>62,400</td>
<td></td>
<td>Grier and Logan [1977]</td>
</tr>
<tr>
<td>Heterotrophic soil respiration (g Cm$^{-2}$ yr$^{-1}$)</td>
<td>488</td>
<td>457–549</td>
<td>577</td>
<td>479–675</td>
<td>Harmon et al. [2004]</td>
</tr>
<tr>
<td>Denitrification rate (g Nm$^{-2}$ yr$^{-1}$)</td>
<td>0.05</td>
<td>0.04–0.06</td>
<td>0.04</td>
<td>0.03–0.09</td>
<td>Schmidt et al. [1998]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.013</td>
<td>0.008–0.021</td>
<td>Binkley et al. [1992]</td>
</tr>
<tr>
<td>NPP (g Cm$^{-2}$ yr$^{-1}$)</td>
<td>498</td>
<td>463–563</td>
<td>597</td>
<td>453–741</td>
<td>Harmon et al. [2004]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>544</td>
<td></td>
<td>Grier and Logan [1977]</td>
</tr>
<tr>
<td>NEP (g Cm$^{-2}$ yr$^{-1}$)</td>
<td>9</td>
<td>5–10</td>
<td>20</td>
<td>–116–156</td>
<td>Harmon et al. [2004]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>44</td>
<td></td>
<td>Grier and Logan [1977]</td>
</tr>
</tbody>
</table>
[Sollins et al., 1980]. Initial values of plant biomass, SOC, NH₃, NO₃, DON, and DOC pools were determined from the 1525–1968 postfire “buildup” simulation. A detailed description of the simulated nutrient flux dynamics for the old-growth period is provided in section 5.2.

A post-clear-cut simulation was conducted for the period 1975–2008 (Figure 2) to explore the impact of clear-cut on measured and unmeasured nutrient losses, soil heterotrophic respiration, and N₂-N₂O land-atmosphere emissions, among others. WS10 was a 100% clear-cut in the spring of 1975. All trees and woody materials larger than 20 cm in diameter or 2.4 m in length were removed from the site [Sollins and McCorison, 1981; Halpern and Spies, 1995]. The residual plants after the 1975 clear-cut consisted of understory shade tolerant plants and shrubbery, undamaged by harvest [Grier and Logan, 1977; Gholz et al., 1985]. To mimic the 1975 spring clear-cut, the initial live plant biomass value was reduced to 10% (approximately 4500 g C m⁻²) of its preharvest value [Gholz et al., 1985; Lee et al., 2002], and the SOC pool was increased by 10% to account for new inputs of dead roots and stumps (all other plant biomass was assumed to have been removed from the site as logs) [Grier and Logan, 1977; Gholz et al., 1985]. Plant transpiration rates were set to zero in 1975 and then increased asymptotically to predisturbance values within 50 years [Abdelnour et al., 2011]. A detailed description of the simulated nutrient flux dynamics for the postharvest period is provided in section 5.3.

5. Simulation Results and Discussion

Results and discussion are generally presented in the following sequence: (1) changes in plant biomass and SOC, (2) changes in dissolved organic and inorganic C and N losses to the stream, (3) changes in gaseous losses of C and N to the atmosphere, and (4) changes in net primary production (NPP) and net ecosystem production (NEP).

5.1. Postfire “Buildup” of Ecosystem C and N Stocks (1525–1968)

5.1.1. Postfire Plant Biomass and SOC (1525–1968)

Postfire simulated plant biomass increased from the 1525 value of 450 g C m⁻² at an average rate of 580 g C m⁻² yr⁻¹ for the first 30 years and at a rate of 300 g C m⁻² yr⁻¹ for the next 70 years (Figure 3). Thereafter, simulated plant biomass gradually leveled off, reaching an old-growth value of approximately 42,500 g C m⁻² after approximately 400 years. Postfire SOC decreased exponentially from the 1525 value of approximately 70,000 g C m⁻² as a result of high decomposition and low detritus input to the soil and reached its lowest level after about 100 years (Figure 3). At that point, regrowing plant biomass provided increasing amounts of detritus input to the soil, thereby replenishing the soil carbon pool. Soil carbon subsequently rose and stabilized at approximately 25,600 g C m⁻², 300 years into the simulation (Figure 3). Simulated postfire recovery of plant biomass and SOC were generally consistent with observed successional changes in live and dead wood carbon stores in other forests of the PNW [Janisch and Harmon, 2002; Spies et al., 1988; Turner et al., 2004]. However, early (less than 100 years old) simulated successional rates of increase in plant biomass exceeded the reported observed values by Janisch and Harmon [2002] (see Figure 3). In Figure 3, observed data for all stands less than 100 years old were initiated after clear-cut, whereas all stands older than 100 years were after a stand-replacing fire. As a result, the difference between observed and simulated early successional plant biomass owes in part to the greater amount of nitrogen released from decomposing detritus following fire than after clear-cut.

5.1.2. Postfire Gaseous C and N Losses (1525–1968)

Postfire simulated gaseous losses of C and N increased initially as a result of high SOC decomposition, high soil water content, and low levels of plant N uptake. Specifically, simulated soil heterotrophic respiration (Rₙ) followed a similar trajectory as SOC, peaking (1500 g C m⁻² yr⁻¹) in the year 1525 and then falling exponentially until reaching its lowest value 120 years after disturbance (Figure 5). Thereafter, Rₙ increased with increasing SOC and reached an equilibrium value of approximately 488 g C m⁻² yr⁻¹. Postfire simulated soil denitrification rates (N₂ and N₂O emissions to the atmosphere) increased rapidly and peaked 8 years after disturbance. Thereafter, soil denitrification decreased exponentially due to a reduction in soil nitrate availability and reached a steady state value of approximately 0.06 g N m⁻² yr⁻¹, approximately 300 years into the simulation. Similar results were found by Turner et al. [2003] who used the carbon cycle model, global biome model-biogeochemical cycle (BIOME-BGC), to explore the temporal dynamics of carbon fluxes in two western Oregon watersheds. Turner et al. [2003] found that Rₙ peaked (approximately 1300 g C m⁻² yr⁻¹) at the onset of the disturbance, then decreased exponentially, and reached equilibrium value (approximately 600 g C m⁻² yr⁻¹) within 200 years.

Figure 4. Normalized absolute errors for various adjustments of soil layer thickness.
5.1.3. Postfire NPP and NEP (1525–1968)

As a result of vegetation removal and the large soil decomposition-driven losses of C as CO₂ to the atmosphere and as DOC to the stream, the initial 1525 postfire simulated value of NPP and NEP was 90 and \(-1500\) g Cm\(^{-2}\) yr\(^{-1}\), respectively (Figure 5). Thereafter, simulated NPP increased with increasing N availability in the soil, reached a peak value of approximately 1300 g Cm\(^{-2}\) yr\(^{-1}\) 14 years after fire, then decreased exponentially due to the decrease in N availability, and finally reached a stable value of approximately 500 g Cm\(^{-2}\) yr\(^{-1}\) within 200 years. Similarly, postfire simulated NEP increased with the rapid regrowth of plant biomass and became positive, peaking at approximately 150 g Cm\(^{-2}\) yr\(^{-1}\) after 15 years. Thereafter, NEP decreased exponentially, reaching a steady-state average equilibrium value of approximately 20 g Cm\(^{-2}\) yr\(^{-1}\) within 200 years. Postfire changes in NPP and NEP are generally consistent with a variety of chronosequence observations and modeling studies (Figure 6) [e.g., Luyssaert et al., 2008; Turner et al., 2003; Hicke et al., 2003; Law et al., 2001; Janisch and Harmon, 2002, among others]. For example, Turner et al. [2003] used the BIOME-BGC model to analyze forest carbon dynamics in the HJA and found that (1) NPP was near zero early in succession, increased and reached 1200 g Cm\(^{-2}\) yr\(^{-1}\) 15 years after disturbance, then decreased exponentially, and reached an equilibrium value of approximately 620 g Cm\(^{-2}\) yr\(^{-1}\) within 200 years; and (2) NEP was strongly negative (approximately \(-1300\) g Cm\(^{-2}\) yr\(^{-1}\)) at the onset of the disturbance, peaked at approximately 700 g Cm\(^{-2}\) yr\(^{-1}\) 15 years after disturbance, then decreased exponentially, and reached an equilibrium value of approximately 20 g Cm\(^{-2}\) yr\(^{-1}\) within 200 years.


At daily time scales, simulated nutrient losses were generally high in the wet season and low in the summer dry season. Specifically, simulated daily NH₄ losses averaged...
0.06 mg N m⁻² d⁻¹ and were strongly correlated to precipitation ($R^2 = 0.8$) and stream discharge ($R^2 = 0.6$). NH₄ losses peaked in fall and winter with the peaks in streamflow and reached 1.2 mg N m⁻² d⁻¹. Summer NH₄ losses were low, averaging 0.03 mg N m⁻² d⁻¹. Simulated daily NO₃ losses averaged 0.02 mg N m⁻² d⁻¹ and were strongly correlated to streamflow ($R^2 = 0.7$) but weakly correlated to precipitation ($R^2 = 0.4$). Simulated NO₃ losses were largest (1) in the summer as a result of high nitrification rates and (2) in the fall at the onset of the rainy season when hydrological connectivity within hillslopes is reestablished and (3) in the fall at the onset of the rainy season when hydrological connectivity within hillslopes is reestablished and (4) in the fall at the onset of the rainy season when hydrological connectivity within hillslopes is reestablished and (5) in the fall at the onset of the rainy season when hydrological connectivity within hillslopes is reestablished.

5.3. Postharvest Biogeochemical Dynamics (1975–2008)

[26] To explore the impact of the 1975 WS10 clear-cut on C and N dynamics, we conducted two simulations: a postharvest simulation for the period 1975–2008 (described in section 4.2) and a control simulation, over the same period, in which no vegetation is removed (i.e., soil and plant C and N dynamics are at steady state and similar to old-growth dynamics, Tables 1 and 3). Simulated post-clear-cut relative changes in C and N fluxes are presented in terms of the difference between the postharvest simulation values and the control simulation values.


[27] Simulated post-clear-cut plant biomass increased rapidly at a rate of approximately 400 g C m⁻² yr⁻¹ as a result of large early successional N uptake rates and N availability and reached a standing stock of 16,000 g C m⁻², 30 years after disturbance. Simulated post-clear-cut SOC decreased as a result of high SOC decomposition and low detritus input into the soil. Simulated SOC reached 55% of its initial value (approximately 15,000 g C m⁻²) 30 years after clear-cut. Simulated recoveries of plant biomass and SOC were consistent with observed early successional changes in live and dead wood carbon stores in PNW forests [Janisch and Harmon, 2002; Spies et al., 1988]. However, post-clear-cut simulated successional rates of change in plant biomass and SOC exceeded the reported observed values by Janisch and Harmon [2002]. Janisch and Harmon [2002] found that live tree bole carbon stores increased after disturbance and reached approximately 7500 g C m⁻² (i.e., approximately 9500 g C m⁻² for total plant biomass), 30 years after disturbance. Moreover, Janisch and Harmon [2002] found that coarse woody detritus carbon stores decreased after clear-cut and reached 50% of its initial mass (approximately 2800 g C m⁻²), 30 years after disturbance. Nevertheless, Janisch and Harmon [2002] simulated old-growth values of live and dead carbon stores (31,900 and 7200 g C m⁻², respectively) were generally at

### Table 3. Comparison of Simulation Results From the Old-Growth Simulation Against Observed Values at WS10 and Other Old-Growth PNW Forests

<table>
<thead>
<tr>
<th>Output Parameter</th>
<th>Simulated Mean Value</th>
<th>Observed Mean Value</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>NH₄ loss (g N m⁻² yr⁻¹)</td>
<td>0.023 (0.018–0.03)</td>
<td>0.01</td>
<td>Vanderbilt et al. [2003]</td>
</tr>
<tr>
<td>NO₃ loss (g N m⁻² yr⁻¹)</td>
<td>0.008 (0.003–0.01)</td>
<td>0.01 (0.009–0.011)</td>
<td>Martin and Harr [1989]</td>
</tr>
<tr>
<td>DIN loss (g N m⁻² yr⁻¹)</td>
<td>0.032 (0.02–0.04)</td>
<td>0.04 (0.01937–0.06)</td>
<td>Vanderbilt et al. [2003]</td>
</tr>
<tr>
<td>DON loss (g N m⁻² yr⁻¹)</td>
<td>0.14 (0.12–0.18)</td>
<td>0.089 (0.0745–0.1043)</td>
<td>Sollins and McCorison [1981]</td>
</tr>
<tr>
<td>DOC loss (g C m⁻² yr⁻¹)</td>
<td>2.94 (1.7–4.54)</td>
<td>3 (1–10)</td>
<td>Grier and Logan [1977]</td>
</tr>
<tr>
<td>NH₄ loss</td>
<td>3</td>
<td>2</td>
<td>Vanderbilt et al. [2003]</td>
</tr>
<tr>
<td>NO₃ loss</td>
<td>14%</td>
<td>18–33%</td>
<td>Sollins and McCorison [1981]</td>
</tr>
<tr>
<td>Total N loss</td>
<td>81%</td>
<td>80%</td>
<td>Vanderbilt et al. [2003]</td>
</tr>
<tr>
<td>DON loss</td>
<td>21 (14–36)</td>
<td>21–52</td>
<td>Cairns and Lajtha [2005]</td>
</tr>
<tr>
<td>Q versus DON</td>
<td>$R^2 = 0.8$</td>
<td>$R^2 = (0.4–0.79)$</td>
<td>Vanderbilt et al. [2003]</td>
</tr>
<tr>
<td>Q versus NH₄</td>
<td>$R^2 = 0.6$</td>
<td>$R^2 = 0.51$</td>
<td>Vanderbilt et al. [2003]</td>
</tr>
</tbody>
</table>
the lower end of the range reported for Oregon forests (29,500–58,500 g Cm$^{-2}$ [Grier and Logan, 1977; Harmon et al., 2004] and 12,700–32,600 g Cm$^{-2}$ [Grier and Logan, 1977; Harmon et al., 2004; Means et al., 1992]).

### 5.3.2. Post-Clear-Cut Dissolved C and N Losses (1975–2008)

Post-clear-cut losses of dissolved inorganic N to the stream peaked a few years after disturbance as a result of high SOC decomposition, low levels of plant N uptake prior to significant reestablishment of plant biomass, and the increase in streamflow. Specifically, simulated annual NH$_4$ and NO$_3$ losses peaked 2 years after clear-cut and averaged 0.08 g Nm$^{-2}$ yr$^{-1}$ (fourfold higher than control values) and 0.9 g Nm$^{-2}$ yr$^{-1}$ (150-fold higher than control values), respectively, over the first 5 years. Thereafter, simulated annual NH$_4$ and NO$_3$ losses decreased as a result of a decreasing SOC pool and an increase in N uptake by plants and reached 0.015 g Nm$^{-2}$ yr$^{-1}$ (25% lower than control values) and 0.008 g Nm$^{-2}$ yr$^{-1}$ (10% lower than control values), respectively, 30 years after clear-cut. The simulated changes in NH$_4$ and NO$_3$ losses to the stream were consistent with the observed post-clear-cut nutrients dynamics in WS10 (see Figure 8 and Table 4) and other PNW forests.

### 5.3.3. Post-Clear-Cut Gaseous C and N Losses (1975–2008)

Post-clear-cut simulated gaseous losses of C and N increased as a result of high SOC decomposition, high soil water content, and low levels of plant N uptake prior to significant plant regrowth. Specifically, simulated annual denitrification rates and soil heterotrophic respiration ($R_h$) peaked 2 years after clear-cut and averaged 0.9 g Nm$^{-2}$ yr$^{-1}$ (approximately 13-fold higher than control values) and approximately 710 g Cm$^{-2}$ yr$^{-1}$ (30% higher than control values) from 1975 to 1980, respectively (Figure 7). Thereafter, simulated annual denitrification rates and $R_h$ decreased with increasing plant biomass, increasing N uptake, and decreasing SOC and soil water content. By 2005, 30 years after clear-cut simulated annual denitrification rates and $R_h$ averaged 0.07 g Nm$^{-2}$ yr$^{-1}$ (30% lower than control values) and 280 g Cm$^{-2}$ yr$^{-1}$ (40% lower than control values), respectively. The simulated changes in gaseous losses of C and N were consistent with previously published studies of biogeochemical dynamics in recently clear-cut old-growth forests. For example, Grant et al. [2007] used an ecosystem model ecosys [Grant et al., [29] 2007].
2001] to simulate the impact of clear-cutting on Rh in an old-growth forest of the PNW and found that Rh peaked (approximately 1200 g C m\(^{-2}\) C\(_0\) yr\(^{-1}\)) 2 years after clear-cut and then decreased and reached approximately 350 g C m\(^{-2}\) C\(_0\) yr\(^{-1}\), 50 years after clear-cut. Griffiths and Swanson [2001] measured the microbiological characteristics of forest soils in recently harvested and old-growth Douglas-fir in the HJA and found that the denitrification rate increased six-fold 5 years after clear-cut, then decreased and was 20% lower than old-growth values, for a 40-year-old stand.

5.3.4. Post-Clear-Cut NPP and NEP (1975–2008)

[31] Post-clear-cut simulated NPP and NEP decreased from an old-growth value of 498 and 9 g C m\(^{-2}\) C\(_0\) yr\(^{-1}\) respectively, as a result of vegetation removal, and large decomposition-driven losses of C as CO\(_2\) to the atmosphere and as DOC to the stream (Figure 7). Specifically, simulated annual NPP decreased by 45%, to approximately 390 g C m\(^{-2}\) yr\(^{-1}\) at the onset of clear-cut, then increased with the rapid regrowth of plant biomass, and peaked (approximately 700 g C m\(^{-2}\) yr\(^{-1}\)) approximately 7 years after clear-cut. Thereafter, annual NPP decreased and reached an average value of approximately 300 g C m\(^{-2}\) yr\(^{-1}\) (approximately 45% lower than control values), 30 years after clear-cut. Similarly, simulated annual NEP dropped to −250 g C m\(^{-2}\) yr\(^{-1}\) at the onset of the clear-cut; peaked at 75 g C m\(^{-2}\) yr\(^{-1}\) 7 years after disturbance as a result of rapid regrowth of plant biomass, high N uptakes, and a decrease in soil C losses; and then decreased and reached 12 g C m\(^{-2}\) yr\(^{-1}\), 30 years after clear-cut. The simulated early successional trends in NPP and NEP are generally consistent with a variety of chronosequence simulations of recently clear-cut forests of the PNW [e.g., Grant et al., 2007; Turner et al., 2004; Janisch and Harmon, 2002]. Grant et al. [2007] simulated the change in NEP with forest age in a coastal Douglas-fir forest of the PNW and found that NEP decreased (−620 g C m\(^{-2}\) yr\(^{-1}\)) at the onset of the disturbance, then became positive, and peaked (approximately 450 g C m\(^{-2}\) yr\(^{-1}\)) approximately 18 years after clear-cut. Janisch and Harmon [2002] found that post-clear-cut NEP was negative (−250 g C m\(^{-2}\) yr\(^{-1}\)) at the onset of clear-cut, increased and became positive 12–14 years after disturbance, and then peaked at approximately 200 g C m\(^{-2}\) yr\(^{-1}\), 50–70 years after disturbance. However, post-clear-cut NEP values simulated by VELMA for WS10 were less than simulated NEP values of other PNW forests and were negative...

![Figure 8. Simulated (red dots) versus observed (black dots) NO\(_3\) (mg N m\(^{-2}\)), NH\(_4\) (mg N m\(^{-2}\)), DON (mg N m\(^{-2}\)), and DOC losses (mg C m\(^{-2}\)) to the stream after the 1975 clear-cut of WS10 in the H.J. Andrews. The simulated values are averages over the same time interval as the observed values. The x axis represents the selected set of data between 2000 and 2007 for NO\(_3\), NH\(_4\), and DON losses and between 2002 and 2007 for DOC losses. The y axis represents the amount of daily losses that reaches the stream.](image)

Table 4. Streamflow and Nutrient Losses Modeling Skills for the Postharvest Period\(^6\) (1975–2008)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Correlation Coefficient (R^2)</th>
<th>Baseline Adjusted Modified Index of Agreement (d_1)</th>
<th>Root-Mean-Square Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Streamflow</td>
<td>0.91</td>
<td>0.82</td>
<td>3.34</td>
</tr>
<tr>
<td>NH(_4) loss</td>
<td>0.7</td>
<td>0.52</td>
<td>0.02</td>
</tr>
<tr>
<td>NO(_3) loss</td>
<td>0.47</td>
<td>0.18</td>
<td>0.64</td>
</tr>
<tr>
<td>DON loss</td>
<td>0.82</td>
<td>0.5</td>
<td>0.06</td>
</tr>
<tr>
<td>DOC loss</td>
<td>0.94</td>
<td>0.84</td>
<td>0.19</td>
</tr>
</tbody>
</table>

\(^6\)Observed daily streamflow from 1975 to 2008; observed triweekly NH\(_4\) (mg N m\(^{-2}\) yr\(^{-1}\)), NO\(_3\) (mg N m\(^{-2}\) yr\(^{-1}\)), and DON (mg N m\(^{-2}\) yr\(^{-1}\)) losses from 1979 to 2007; and observed triweekly DOC (mg C m\(^{-2}\) yr\(^{-1}\)) losses from 2001 to 2007.
for a shorter period of time. This difference might be in part due to (1) the simulated removal of slash and woody debris from the clear-cut watershed, which has been found to hastened the recovery of simulated NEP [Grant et al., 2007], and (2) VELMA’s simplified assumption of a single stand instead of complex regenerating stands, which has been found to introduce a bias toward lower NEP [Grant et al., 2007].

6. Conclusion

[32] The ecohydrological model presented here, VELMA, provides a relatively simple, spatially distributed framework for assessing the effects of changes in climate, land use (harvest, fire, etc.), and land cover on hydrological, ecological, and biogeochemical processes within watersheds. VELMA was used as a heuristic tool to provide process-level insights into the impact of forest fire and harvest on catchment biogeochemical fluxes at a small intensively studied catchment in the PNW (WS10), details that would be difficult or impossible to capture through experimentation or observation alone. Moreover, VELMA provides a framework for understanding how limited supplies of available N tightly constrain ecosystem responses (production and accumulation of biomass, NEP, etc.) to major disturbances in WS10, and perhaps, more generally for Douglas-fir dominated forests in the western Oregon Cascades of the PNW. Although the impact of disturbances on catchment biogeochemical fluxes has already been investigated in earlier experimental studies [e.g., Sollins and McCorison, 1981; Sollins et al., 1980; Vitousek and Reiners, 1975; Vitousek et al., 1979; among others], the interaction of hydrological and biogeochemical processes represented in VELMA provides additional insight into how feedbacks among the cycles of C, N, and water regulate N supplies. The main insights from this exercise include the following:

[33] 1. Following harvest, nutrient losses from the terrestrial system to the stream were tightly constrained by the hydrological cycle, particularly at the hillslope scale. Losses of NH₄, DON, and DOC to the stream were primarily driven by wet-season rain events that were large enough to generate hydrologic connectivity and flushing of nutrients down hillslopes. In contrast, losses of nitrate to the stream were less predictable, owing to complex spatial and temporal patterns of nitrification and denitrification (e.g., hillslope versus riparian zone).

[34] 2. Gaseous losses of C and N to the atmosphere, following disturbance, were primarily driven by high soil water content, high SOC decomposition, and low N uptake. Specifically, postdisturbance increase in soil moisture and nitrate availability enhanced the anaerobic process of soil denitrification and increased N₂-N₂O emissions to the atmosphere, whereas postdisturbance increase in SOC decomposition enhanced soil heterotrophic respiration and increased CO₂ emission to the atmosphere.

[35] Although this exercise is intended to illustrate how a process-based ecohydrological modeling framework can provide useful insights into ecosystem responses to disturbance, we emphasize that VELMA uses a simplified modeling approach with comparatively few parameters and data input requirements. Although one of our objectives is to provide a framework that can be efficiently scaled up to much larger watersheds and time scales of interest to land managers and policymakers, it is important to examine a few of the simplifying assumptions made to conduct this study. The following five points are a brief summary of watershed characteristics relevant to biogeochemical processes and nutrient export that are not addressed in this study.

[36] (1) Multiple species: Aboveground and below-ground biomass as well as the different species that usually populate a forested watershed is simplified by using an aggregated biomass pool. However, coexisting grass, shrubs, and trees compete for nutrients, moisture, and energy (i.e., interspecific competition) [Rozzell, 2003; West and Chilcote, 1968]. As a result, species tend to be spatially distributed based on their tolerance to local conditions (soil water content, nutrient availability, energy, among others) [Van Breemen et al., 1997]. Gholz et al. [1985] found that, a few years after clear-cut, the riparian zone in WS10 had the greatest annual increase in biomass and was dominated by Aralia californica, whereas Senecio sylvaticus dominated the midlands. This spatial variability in biomass accumulation and species affects biogeochemical process such as nutrient uptake and nutrient fixation, leading to higher nutrient uptakes in the lowlands, which, in turn, reduces nutrient losses to the stream. Incorporating multiple species and their interactions in VELMA would reduce the amount of simulated nitrogen that reaches the stream and would allow exploration of postharvest successional changes in the spatial and temporal distribution of species within watersheds.

[37] (2) In-stream processes: Our simulations assume that the stream nutrient concentration reflects forest processes and do not include in-stream processes. In-stream processes are responsible for temporary retention and recycling of nutrients by a wide variety of physical, chemical, and biological mechanisms [Bilby and Likens, 1980; Triska et al., 1984; Wallace and Benke, 1984] such as adsorption mechanisms, algae uptake, benthic release, denitrification, and decomposition, among others [Bernot and Dodds, 2005]; and they are usually important for large watersheds and short time scales [Tague and Band, 2004]. Peterson et al. [2001] found that in-stream processes such as nitrification rates in a third-order stream in the HJA are responsible for the removal of 40% of the ammonium losses that reach the stream. Although the incorporation of in-stream processes in VELMA is beyond the scope of this paper, doing so would provide a more accurate representation of mechanisms controlling catchment-scale N export. In its present configuration, VELMA is calibrated to provide a best fit for observed N export at a particular stream sampling point, typically a stream gauging station. Thus, in-stream processes affecting measured concentrations of dissolved N are implicitly included in this model calibration. Consequently, an explicit treatment of in-stream processes would require recalibration of the terrestrial processes controlling N transport to the stream.

[38] (3) N fixation: VELMA does not include the effect of N fixation on plant biomass dynamics and N cycling. N fixation can be an important source of N input into PNW coniferous forests [Sollins et al., 1980] and usually occurs during early successional stages following disturbance,
when N fixing plants and microorganisms tend to be more abundant [Rastetter et al., 2001]. However, this simplification is acceptable for WS10, given the low abundance of N fixers in the young, postharvest forest. Gholz et al. [1985] found that post-clear-cut N fixers such as red alder (Alnus rubra) and snowbush (Ceanothus veluntinus) were sparse and limited to the riparian zone of WS10.

[38] (4) Controls on dissolved organic matter: VELMA does not explicitly model processes that control the retention and loss of dissolved organic matter. In a field study conducted in HJA, Yano et al. [2004, 2005] found that the net retention of soil dissolved organic matter are controlled by the relative magnitude of hydrophobic and hydrophilic acid fractions as well as by the litter quality. For example, Yano et al. [2005] found that DON production from root litter is an order of magnitude higher than other litter types (i.e. needle and wood). Other studies have shown that anions such as sulfate and phosphate can impact retention of DOC in forest soils by competing with DOC for adsorption sites within the soil matrix [Fance and David, 1992]. Although the incorporation of the chemical processes discussed above in VELMA is beyond the scope of this paper, doing so would provide a more accurate representation of mechanisms controlling catchment-scale DON and DOC production and export. In its present configuration, VELMA is calibrated to provide a best fit for observed DON and DOC exports. Thus, the chemical processes affecting measured concentrations of DON and DOC are implicitly included in this model calibration. Consequently, an explicit treatment of the chemical processes would require recalibration of the terrestrial processes controlling DON and DOC transport to the stream.

[40] (5) Soil spatial heterogeneity: Soil texture and depth vary spatially within WS10 [McGuire et al., 2007; Ranken, 1974; Sayama and McDonnell, 2009]. However, deriving high-resolution and catchment wide soil texture and depth maps from, typically, a small number of point measurements, is, at best, uncertain. Instead, we assume uniform loam soil texture and uniform depth to bedrock of 2 m to reflect, more or less, average conditions in the catchment [Ranken, 1974]. Although a sensitivity analysis on the impact of the spatial distribution of soil texture and soil depth on streamflow dynamics would certainly provide insights into catchment dynamics, it is beyond the scope of this paper.

[41] For some applications, the explicit treatment of these processes may be needed. However, it must be recognized that such added processes come at the cost of increased model complexity, computational efficiency, and applicability to larger spatial and temporal scales. These are important tradeoffs to consider, given that data needed to implement complex models are not generally available.

Appendix A: Model Description

[42] VELMA is a spatially distributed ecohydrology model that accounts for hydrological and biogeochemical processes within watersheds. The model simulates daily to century-scale changes in soil water storage, surface and subsurface runoff, vertical drainage, carbon and nitrogen cycling in plants and soils, as well as transport of nutrients from the terrestrial landscape to the streams. VELMA consists of multilayered soil column models that communicate with each other through the downslope lateral transport of water and nutrients (Figure (A1)). Each soil column model consists of three coupled submodels: a hydrological model, a soil temperature model, and a plant-soil model. Described below are the soil temperature and plant-soil component of the model. The hydrological component was described in a previous manuscript [Abdelnour et al., 2011]. First, we describe the soil column model and then place this soil column within a catchment framework.

A1. Soil Column Framework

[43] We employ a multilayered soil column as a fundamental hydrologic and ecological unit. The soil column consists of n soil layers (Figures (A2) and (A3)). Soil water balance, soil subsurface temperature, and soil C and N pools are computed for each layer.

A1.1. Soil Temperature Model

[44] The soil temperature model first simulates the ground surface temperature (GST) from the available mean surface air temperature ($T_a$) in the presence of snow cover.

[45] The ground surface temperature is calculated as follows:

$$\text{GST}(t) = T_a \times \exp\left(\frac{\lambda_{\text{snow}}}{\lambda_{\text{snow}}}ight),$$

(A1)

where $SD(t)$ is the snow depth (mm) at time $t$, and $\lambda_{\text{snow}}$ is the seasonal damping depth for snow that is approximately equal to 670 mm [Hillel, 1998] for a snowpack of density 300 kg m$^{-3}$. In this model, snow is an insulative material that only attenuates the mean surface air temperature signal [Cheng et al., 2010]. The attenuation of the $T_a$ signal is assumed proportional to the depth of the snowpack [Cheng et al., 2010]. As a result, during snow free periods, the ground surface temperature is assumed equal to the mean surface air temperature: $SD = 0$, GST $= T_a$.

[46] Subsurface heat transfer is then simulated using the analytical solution of the one-dimensional heat-conduction equation [Carslaw and Jaeger, 1959; Hillel, 1998].

[47] The subsurface soil temperature in layer $i$ is calculated as follows:

$$T_{\text{ss}}(d_i, t) = \text{GST} + \left(\text{GST}(t - \phi(d_i, t)) - \text{GST}\right) \times \exp\left(-\frac{d_i}{\lambda_{\text{snow}}}\right),$$

(A2)

Figure A1. Conceptual catchment modeling framework using multilayered soil columns.
Figure A2. The soil column hydrological framework consists of a four-layered soil column, a standing water layer, and a snow layer. DTB is the soil column depth to bedrock. $D_{i}$, $K_{si}$, $P_{s}$, and $s_{i}$ are the thickness, the saturated hydraulic conductivity, the soil porosity, and the soil water storage of layer $i$, respectively; $P$, $P_{r}$, and $P_{r}$ are the precipitation, snow, and rain, respectively; $m$ is the snowmelt, and $s_{SWE}$ is the snow water equivalent depth; $I_{i}$ is the infiltration, and $s_{STW}$ is the standing water amount; $Q_{i}$ is the surface runoff; and $Q_{i}$, $D_{i}$, and $E_{i}$ are the subsurface runoff, the drainage and the ET of layer $i$, respectively.

where GST is the annual mean soil temperature (°C), $d_{i}$ is the soil depth to the middle of layer $i$ (mm), $\phi(d_{i}, t)$ is the phase lag of $T_{s,i}$ relative to GST at depth $d_{i}$:

$$\phi(d_{i}, t) = \left( \frac{d_{i}}{\lambda(t)} \right) \frac{360}{(2\pi)} \quad i = 1, 2, \ldots, n, \quad (A3)$$

and $\lambda(t)$ is the damping depth of the soil (mm), defined as the characteristic depth at which the temperature signal is attenuated to $1/e$ of the GST. $\lambda(t)$ is a function of the thermal properties of the soil and the frequency of the temperature fluctuation:

$$\lambda(t) = \left( \frac{2D_{bi}(t)}{w} \right)^{\frac{1}{2}}, \quad (A4)$$

where $D_{bi}(t)$ is the time-dependent thermal diffusivity of the soil (mm$^{2}$ d$^{-1}$) and is a function of the simulated soil moisture ($q_{sw}$) [De Vries, 1975]. For each layer $i$ of the soil column,

$$D_{bi}(t) = (19.45 \times 10^{-3}) \times \frac{S_{i}}{S_{i,max}} + 2 \times 10^{-3}$$

for $\frac{S_{i}}{S_{i,max}} < 0.18 \quad (A5)$

and $w$ is the frequency of annual temperature fluctuation (d$^{-1}$):

$$w = \frac{2\pi}{365}. \quad (A6)$$

A1.2. Plant-Soil Model

[48] The plant-soil model simulates ecosystem carbon storage and the cycling of carbon and nitrogen between a plant biomass layer and the active soil pools (Figure (A3)). Specifically, the model simulates the interaction among plant biomass ($B$), SOC including humus and detritus (SOC), plant available soil nitrogen ($N$) including DON and DIN, as well as DOC. The DIN pool is divided into an ammonium (NH$_4$) and nitrate (NO$_3$) pool. $B$, SOC, NH$_4$, NO$_3$, DON, and DOC pools are updated at each time step. For an $n$-layer soil model ($i = 1, 2, \ldots, n$):

$$\frac{dB}{dt} = \left[ \left( \sum_{i=1}^{n} \frac{r_{bi} \delta_{NH},NH_{i}^{gi}}{NH_{i, kn}} \right) \left( \sum_{i=1}^{n} \frac{r_{bi} \delta_{NO},NO_{i}^{gi}}{NH_{i, kn}} \right) \right] WS \left( \frac{s_{i}}{s_{i,max}} \right) B - m, \quad (A7)$$

$$\frac{dSOC_{i}}{dt} = r_{m}(B)B - \nu_{i}(T_{s,i}, s_{i})SOC_{i}, \quad (A8)$$

$$\frac{dNH_{i}}{dt} = n_{i} - r_{bi} \delta_{NH,fr}^{fr} (NH_{i}) WS \left( \frac{s_{i}}{s_{i,max}} \right) B + (1 - q)SOC_{i} \nu_{i}(T_{s,i}, s_{i}) - NI_{i} - c(NH_{i}, NH_{i}) + \zeta(NH_{i-1}) + \zeta_{in}(NH_{i}) - \zeta_{ls}(NH_{i}), \quad (A9)$$

$$\frac{dNO_{i}}{dt} = \nu_{i}(T_{s,i}, s_{i}) - c(NH_{i}) + \zeta(NH_{i-1}) + \zeta_{in}(NO_{i}) - \zeta_{ls}(NO_{i}), \quad (A10)$$

$$\frac{dDOC_{i}}{dt} = \alpha_{CN} \zeta_{DOC_{i}} \nu_{i}(T_{s,i}, s_{i}) - c(DOC_{i}) + \zeta(DOC_{i-1}) + \zeta_{in}(DOC_{i}) - \zeta_{ls}(DOC_{i}), \quad (A11)$$

$$\frac{dDON_{i}}{dt} = qSOC_{i} \nu_{i}(T_{s,i}, s_{i}) - c(DON_{i}) + \zeta(DON_{i-1}) + \zeta_{in}(DON_{i}) - \zeta_{ls}(DON_{i}), \quad (A12)$$

where $m(B)$ is the plant mortality rate (d$^{-1}$); $r_{i}$ and $\mu_{i}$ are the biomass root fraction and the uptake rate function (d$^{-1}$) in layer $i$, respectively; $\delta_{NH}$ and $\delta_{NO}$ are the fractions of nitrogen uptake from the ammonium and nitrate pool, respectively; SOC, NH$_4$, NO$_3$, DOC, and DON are the SOC, ammonium, nitrate, DOC, and DON pools in layer $i$, respectively (g N m$^{-2}$ or g C m$^{-2}$); $kn$ (g N m$^{-2}$) is the Michaelis-Menten calibration parameter; $WS(s_{i}/s_{i,max})$ is the water stress function; $\nu_{i}(T_{s,i}, s_{i})$ is a first-order SOC decomposition rate (d$^{-1}$); $n_{i}$ is the atmospheric input of wet and dry nitrogen deposition (g N m$^{-2}$ d$^{-1}$); $(1 - q) \times SOC_{i} \times \nu_{i}(T_{s,i}, s_{i})$ is the flux of carbon into the
ammonium pool due to SOC decomposition in layer $i$ (g Nm$^{-2}$ d$^{-1}$); $q \times$ SOC $\times v_i(T_{ij}, s_i)$ is the flux of carbon into the DON pool due to SOC decomposition in layer $i$ (g Nm$^{-2}$ d$^{-1}$); $\alpha c_d \times$ SOC $\times v_i(T_{ij}, s_i)$ is the flux of carbon from the SOC pool into the DOC pool within layer $i$ (g Cm$^{-2}$ d$^{-1}$); $f_d$(NH$_4$) and $f_d$(NO$_3$) are the Type II Michaelis-Menten functions for ammonium and nitrate uptake in layer $i$, respectively; Nit and Den are the ammonium nitrification (g Nm$^{-2}$ d$^{-1}$) and nitrate denitrification (g Nm$^{-2}$ d$^{-1}$) amounts in layer $i$, respectively; $\zeta_i$(NH$_4$), $\zeta_i$(NO$_3$), $\zeta_i$(DOC), and $\zeta_i$(DON) are the NH$_4$ (g Nm$^{-2}$ d$^{-1}$), NO$_3$ (g Nm$^{-2}$ d$^{-1}$), DOC (g Cm$^{-2}$ d$^{-1}$), and DON (g Nm$^{-2}$ d$^{-1}$) losses through vertical transport of water (i.e., drainage) from layer $i$ to layer $i+1$; $\zeta_{i,\text{out,NH}_4}$, $\zeta_{i,\text{out,NO}_3}$, $\zeta_{i,\text{out,DOC}}$, and $\zeta_{i,\text{out,DON}}$ are the NH$_4$, NO$_3$, DOC, and DON fluxes into layer $i$, through lateral transport of water (i.e., subsurface runoff) from layer $i$ of the soil column to layer $i$ of a downslope soil column (blue arrows). $\zeta_{i,j}$ is the vertical loss of nutrients from layer $i$ to layer $i+1$. $\zeta_{i,\text{in},j}$ and $\zeta_{i,\text{out},j}$ are the lateral soluble nutrients in and out of layer $i$, respectively.

Figure A3. The soil column biogeochemical framework simulates ecosystem carbon storage and the cycling of carbon and N between a plant biomass layer and a four-layered soil column. $B$ is the aboveground and belowground plant biomass. DIN$_i$ is the DIN pool in layer $i$. The DIN pool consists of a nitrate pool and an ammonium pool and constitutes the available soil nitrogen for plant uptake. Nit is the ammonium nitrification into nitrate in layer $i$ (yellow arrows). The NO$_3$ pool decomposes through denitrification, which releases N$_2$-N$_2$O gases into the atmosphere. $\eta$ is the atmospheric wet and dry nitrogen deposition and is accounted for in the first layer nitrogen pool. DON$_i$ and DOC$_i$ are the DON and DOC pool in layer $i$, respectively. SOC$_i$ is the SOC pool in layer $i$. Plant mortality is a source of carbon into the SOC pool. The SOC pool decomposes through soil microbial activity into DON, DOC, and NH$_4$ (red arrows). Soil heterotrophic respiration $R_h$ from SOC decomposition in each layer $i$ is released into the atmosphere. NO$_3$, NH$_4$, DON, and DOC are soluble and transported through water drainage from layer $i$ to layer $i+1$ and through subsurface runoff from layer $i$ of the soil column to layer $i$ of a downslope soil column (blue arrows). $\zeta_{i,j}$ is the vertical loss of nutrients from layer $i$ to layer $i+1$. $\zeta_{i,\text{in},j}$ and $\zeta_{i,\text{out},j}$ are the lateral soluble nutrients in and out of layer $i$, respectively.
runoff) from layer \(i\) of an upslope soil column; \(\alpha\) is the C:N ratio for plants and soils and is currently assumed constant for the entire simulations; \(c_d\) is the fraction of carbon that is not lost to the atmosphere due to soil heterotrophic respiration.

### A1.2.1. Atmospheric Nitrogen Deposition

[40] Atmospheric inputs of wet and dry nitrogen deposition are assumed to affect only the first soil layer and to be temporally distributed throughout the year as a function of precipitation:

\[
 n_i = n_{in} \times \frac{(P_r + m)}{P_{an}}, \quad (A13)
\]

where \(n_{in}\) is the long-term average annual wet and dry nitrogem deposition (g N m\(^{-2}\) yr\(^{-1}\)), \(P_r\) is the rain (mm d\(^{-1}\)), \(m\) is the snowmelt (mm d\(^{-1}\)), and \(P_{an}\) is the long-term average annual precipitation (mm yr\(^{-1}\)).

### A1.2.2. Michaelis-Menten Functions

[50] The Type II Michaelis-Menten functions are used to limit NH\(_4\) and NO\(_3\) uptake.

\[
 f_{it}(\text{NH}_4) = \frac{\text{NH}_4}{\text{NH}_4 + kn} \\
 f_{it}(\text{NO}_3) = \frac{\text{NO}_3}{\text{NO}_3 + kn} \quad i = 1, 2 \ldots n, \quad (A14)
\]

### A1.2.3. Plant Mortality

[51] Plant mortality rate is simulated as a function of plant biomass. Acker et al. [2002] found that biomass mortality increases slowly with age for young stand, until it reaches the mortality of mature and old-growth stands. In VELMA, plant mortality is assumed to increase exponentially with biomass and to reach a steady state value for mature/old-growth stands.

\[
m(B) = \begin{cases} 
  \left( \frac{m_{st} \times B \times m_{u}}{m_{st} + B} \right) & \text{for } B < B_{st} \\
  \text{for } B \geq B_{st}, \quad (A15)
\end{cases}
\]

where \(m_u\), \(m_{st}\), and \(m_{st}\) are the mortality rate parameters; \(m_{st}\) is the equilibrium mortality rate of old-growth stands (d\(^{-1}\)); and \(B_{st}\) is the biomass rate value at equilibrium for an old-growth stand (g Nm\(^{-2}\) or g Cm\(^{-2}\)/a).

### A1.2.4. Plant Uptake

[52] Plant uptake rate is assumed to increase with increasing stand age (\(S_{age}\)), reach a maximum value for young stand, and then decrease and reach equilibrium value for mature/old-growth stand [Acker et al., 2002; Waring and Franklin, 1979].

\[
 \mu_i = \begin{cases} 
  \mu_{min} + 1.44 \times \left( \frac{W_{\lambda_i}}{W_{\lambda_{max}}} \right) \times \left( \frac{S_{age}}{W_{\lambda_{max}}} \right)^{w_{\lambda_i} - 1} \times \exp \left( \frac{S_{age}}{W_{\lambda_{max}}} \right)^{w_{\lambda_i}} & \text{for } S_{age} \leq S_{age}^{max} \\
  \mu_u + \left( \frac{W_{\lambda_i}}{W_{\lambda_{max}}} \right) \times \left( \frac{S_{age}}{W_{\lambda_{max}}} \right)^{w_{\lambda_i} - 1} \times \exp \left( \frac{S_{age}}{W_{\lambda_{max}}} \right)^{w_{\lambda_i}} & \text{for } S_{age} > S_{age}^{max}
\end{cases} \quad (A16)
\]

where \(\mu_{min}\) is the minimum uptake rate of plant (d\(^{-1}\)); \(\mu_u\) is the steady-state/equilibrium value of plant uptake (d\(^{-1}\)); \(S_{age}^{max}\) is the stand age for which plant uptake is the highest (days); \(W_{\lambda_i}\), \(W_{\lambda_{max}}\), \(W_{\lambda_{min}}\) are the Weibull distribution parameters to calibrate.

### A1.2.5. Water Stress Function

[53] The water stress function varies between 0 and 1 and is proportional to the soil layer water saturation. The water stress function limits plant growth (i.e., plant nutrient uptake capacity), as soil layer wetness approaches zero or saturation.

\[
 WS\left( \frac{S_i}{S_{max}} \right) = \begin{cases} 
  0.002154 \times \exp \left( \frac{15.3511 \times \left( \frac{S_i}{S_{max}} \right)}{S_i} \right) & \text{for } \left( \frac{S_i}{S_{max}} \right) < WS_{min} \\
  1 & \text{for } WS_{min} \leq \left( \frac{S_i}{S_{max}} \right) \leq WS_{max} \quad i = 1, 2 \ldots n, \quad (A17)
\end{cases}
\]

\[
 2.44141 \times \exp \left( \frac{-1.116 \times \left( \frac{S_i}{S_{max}} \right)}{S_i} \right) & \text{for } \left( \frac{S_i}{S_{max}} \right) > WS_{max}
\end{cases}
\]

where \(WS_{min}\) and \(WS_{max}\) are the minimum and maximum soil layer water saturation values between which water stress function has no effect on plant nutrient uptake, respectively.

### A1.2.6. Biomass Root Fraction

[54] Biomass root fraction distribution with depth follows Gale and Grigal [1987] model of vertical root distribution:
\[ r_j = 1 - \beta^k - \sum_{j=1}^{i} r_j, \quad i = 1, 2, \ldots, n, \quad (A18) \]

where \( \beta \) is a fitted “extinction coefficient” that depends on the vegetation type.

**A1.2.7. Vertical Transport of Nutrient**

Vertical transport of nutrients within the soil column is a function of the vertical water drainage and the size of the nutrient pool in layer \( i \):

\[ \psi_i(\text{NH}_4) = qf_{\text{SIL}} \times \frac{D_i}{S_i} \times \text{NH}_4_i \quad i = 1, 2, \ldots, n, \quad (A19) \]

\[ \psi_i(\text{NO}_3) = qf_{\text{SO}} \times \frac{D_i}{S_i} \times \text{NO}_3_i \quad i = 1, 2, \ldots, n, \quad (A20) \]

\[ \psi_i(\text{DON}) = qf_{\text{DON}} \times \frac{D_i}{S_i} \times \text{DON}_i \quad i = 1, 2, \ldots, n, \quad (A21) \]

\[ \psi_i(\text{DOC}) = qf_{\text{DOC}} \times \frac{D_i}{S_i} \times \text{DOC}_i \quad i = 1, 2, \ldots, n, \quad (A22) \]

where \( D_i \) (mm d\(^{-1}\)) is the vertical water drainage from layer \( i \) to layer \( i+1; \) \( S_i \) (mm) is the amount of water in layer \( i \); and \( qf_{\text{SIL}}, qf_{\text{SO}}, qf_{\text{DON}}, \) and \( qf_{\text{DOC}} \) are the maximum fractions of \( \text{NH}_4, \text{NO}_3, \text{DON}, \) and DOC pools, respectively, that can be lost through transport of water.

**A1.2.8. SOC Decomposition**

SOC decomposition rate varies with environmental factors such as soil temperature [Kattner et al., 1998; Lloyd and Taylor, 1994; Rustad and Fernandez, 1998] and soil moisture [Davidson et al., 2000] and is based on the process-based TEM presented by Raich et al. [1991]. Soil moisture impacts SOC decomposition rate via moisture availability in dry soil and via oxygen availability in wet soil, such as

\[ v_i(T_{s}, S) = k_e \times F_{\text{temp}}(T_{s}) \times F_{\text{moisture}}(S/S_{\text{max}}), \quad (A23) \]

\[ F_{\text{temp}}(T_{s}) = 0.00442 \times e^{(0.0693 \times T_{s})}, \quad i = 1, 2, \ldots, n, \quad (A24) \]

\[ F_{\text{moisture}}(S/S_{\text{max}}) = 0.8 \times M_d + 0.2, \quad i = 1, 2, \ldots, n, \quad (A25) \]

\[ A = \left( \frac{100 \times (S/S_{\text{opt}})_{\text{max}} - (S/S_{\text{opt}})_{\text{opt}}}{(S/S_{\text{opt}})_{\text{opt}} - 100} \right)^2, \quad i = 1, 2, \ldots, n, \quad (A26) \]

where \( k_e \) (d\(^{-1}\)) is the potential decomposition rate determined by model calibration; \( F_{\text{temp}}(T_{s}) \) relates the microbial activity rate to changes in soil temperature (Equation 1.13 [Raich et al., 1991]); \( F_{\text{moisture}}(S/S_{\text{max}}) \) defines the impact of soil moisture on decomposition (Equation 1.14b [Raich et al., 1991]); \( M_d \) is a parameter that determines the value of \( F_{\text{moisture}}(S/S_{\text{max}}) \) when the soil is saturated (Table A5 [Raich et al., 1991]); \( m_{\text{a}} \) is a shape parameter defining the skewness of the curve (Table A5 [Raich et al., 1991]); \( (S/S_{\text{max}})_{\text{opt}} \) is the optimal soil wetness value for which carbon decomposition is maximal; and \( F_{\text{temp}}(T_{s}) \) and \( F_{\text{moisture}}(S/S_{\text{max}}) \) vary between the values of 0 and 1.

**A1.3. Nitrification Rate**

Nitrification is the biological oxidation of ammonium into nitrite and subsequently nitrate under aerobic conditions. Nitrification occurs naturally in the environment and is carried out by autotrophic bacteria. Soil nitrification rates depend on a number of environmental factors such as soil ammonium level [Smart et al., 1999], soil moisture [Davidson et al., 1993], soil temperature [Malhi and McGill, 1982], and soil pH [DeGroot et al., 1994]. In VELMA, nitrification is simulated using similar equations to the generalized model of N\(_2\) and N\(_2\)O production of Parton et al. [1996, 2001]. Soil nitrification rate is assumed to (1) increase exponentially with soil temperature (\( F_{\text{N}}^{\text{temp}}(T_{s}) \); Figure 2b [Parton et al., 1996]), (2) increase as soil layer water saturation reaches optimal value for bacterial decomposition and then decrease rapidly as soil layer saturation reaches \( F_{\text{N}}^{\text{moisture}}(S/S_{\text{max}}) \); Figure 2a [Parton et al., 1996]), (3) decrease exponentially as soil layer acidity (pH) increases (\( F_{\text{N}}^{\text{acid}}(\text{pH}) \); Figure 2c [Parton et al., 1996]), and (4) be limited by the amount of ammonium available for nitrification.

The nitrification rate in layer \( i \) is calculated as follows:

\[ N_{i} = K_{\text{max}}^{N} \times F_{\text{N}}^{\text{temp}}(T_{s}) \times F_{\text{N}}^{\text{acid}}(\text{pH}) \times F_{\text{N}}^{\text{moisture}}(S/S_{\text{max}}) \times f_{\text{NO}}(\text{NH}_4) \times \text{NH}_4_i \quad i = 1, 2, \ldots, n, \quad (A27) \]

\[ F_{\text{N}}^{\text{temp}}(T_{s}) = -0.06 + 0.13 \times e^{(0.07 \times T_{s})} \quad i = 1, 2, \ldots, n, \quad (A28) \]

\[ F_{\text{N}}^{\text{acid}}(\text{pH}) = 0.56 + \frac{\arctan(\pi \times 0.45 \times (-5 \times \text{pH}))}{\pi} \quad i = 1, 2, \ldots, n, \quad (A29) \]

\[ F_{\text{N}}^{\text{moisture}}(S/S_{\text{max}}) = \left( \frac{(S/S_{\text{opt}}) - N_b}{N_d - N_b} \right) \times \left( \frac{(S/S_{\text{opt}}) - N_d}{N_d - N_c} \right) \quad i = 1, 2, \ldots, n, \quad (A30) \]

where \( K_{\text{max}}^{N} \) (d\(^{-1}\)) is the maximum nitrification rate determined by model calibration; and \( N_a, N_b, N_c, \) and \( N_d \) are the soil parameters set according to soil texture and described by Parton et al. [1996].

**A1.4. Denitrification Rate**

Denitrification is the biological reduction of nitrate under anaerobic conditions. During denitrification, heterotrophic microbes contribute to the NO\(_3\) reduction into NO\(_2\), NO, and N\(_2\)O intermediates and ultimately into molecular nitrogen N\(_2\) lost to the atmosphere. The denitrification process is controlled by environmental factors such as soil nitrate level, soil oxygen availability, and soil labile carbon availability (e− donor) [Weier et al., 1993]. In VELMA, denitrification is simulated using the denitrification submodel of N\(_2\) and N\(_2\)O production presented by Parton et al. [1996, 2001] and Del Grosso et al. [2000]. The rate of
denitrification is proportional to the amount of bioavailable SOC level. However, VELMA does not differentiate between labile and nonlabile soil organic matter. Therefore, simulated ecosystem CO₂ loss (soil heterotrophic respiration) is used as a proxy for the amount of bioavailable SOC [Del Grosso et al., 2000; Parton et al., 1996]. The rate of denitrification increases with decreasing oxygen availability. Oxygen availability is another critical factor not simulated by VELMA but assumed as a function of soil moisture, soil gas diffusivity, and oxygen demand. Gas diffusivity is simulated as a function of soil moisture and soil properties, whereas oxygen demand is a function of the simulated soil heterotrophic respiration [Del Grosso et al., 2000; Parton et al., 1996]. As a result, soil denitrification rate is simulated as a function of soil saturation \( F_{\text{soil}} \text{heterotrophic respiration} \) (Equation (A1) [Parton et al., 2001]), soil heterotrophic respiration \( F_{\text{carbon}} \text{CO}_₂ \) (Figure 1d [Del Grosso et al., 2000]), and soil available nitrate \( F_{\text{D}} \text{nitrification} \text{NO}_₃ \) (Figure 1c [Del Grosso et al., 2000]). Currently, VELMA simulates the total denitrification or \( N₂ + N₂O \) emission without the partition between \( N₂ \) and \( N₂O \) and nutrients. Surface and subsurface runoff are responsible for this lateral transport and link each soil column to the surrounding downslope soil columns. A multiple flow direction method is used where flow and nutrients from one pixel to its eight neighbors is fractionally allocated according to terrain slope [Freeman, 1991; Quinn et al., 1991]. Moreover, nutrients transported downslope from one soil column to another can be processed through the different submodels in that downslope soil column, or continue to flow downslope, interacting with other soil columns, or ultimately discharging water and nutrients to the stream.

### A2. Watershed Framework

[6] To place the earlier described soil column framework within a catchment framework, the catchment topography is gridded into a number of pixels, with each pixel consisting of one coupled soil column. Soil columns communicate with each other through the downslope lateral transport of water and nutrients. Surface and subsurface runoff are responsible for this lateral transport and link each soil column to the surrounding downslope soil columns. A multiple flow direction method is used where flow and nutrients from one pixel to its eight neighbors is fractionally allocated according to terrain slope [Freeman, 1991; Quinn et al., 1991]. Moreover, nutrients transported downslope from one soil column to another can be processed through the different submodels in that downslope soil column, or continue to flow downslope, interacting with other soil columns, or ultimately discharging water and nutrients to the stream.

### A2.1. Lateral Transport of Nutrients

[61] Lateral transport of nutrients from layer \( i \) of an upslope soil column to layer \( i \) of a downslope soil column or toward the stream is based on the flow routing information and on terrain slope. As with the vertical transport of nutrients, the lateral transport of nutrient is a function of the lateral runoff and the size of the nutrient pool in layer \( i \). For simplicity, we assume that both surface runoff and layer 1 subsurface runoff impact the nutrient pool in layer 1 of the soil column:

\[
\zeta_i(\text{NH}_₄) = qf_{\text{surf}}K_i + qf_{\text{surf}}K_i \times \text{NH}_₄ \quad i = 1, 2 \ldots n, \tag{A35}
\]

\[
\zeta_i(\text{NO}_₃) = qf_{\text{surf}}K_i + qf_{\text{surf}}K_i \times \text{NO}_₃ \quad i = 1, 2 \ldots n, \tag{A36}
\]

\[
\zeta_i(\text{DON}) = qf_{\text{surf}}K_i + qf_{\text{surf}}K_i \times \text{DON} \quad i = 1, 2 \ldots n, \tag{A37}
\]

\[
\zeta_i(\text{DOC}) = qf_{\text{surf}}K_i + qf_{\text{surf}}K_i \times \text{DOC} \quad i = 1, 2 \ldots n, \tag{A38}
\]

where \( qf_{\text{surf}}K_i \) represent the maximum possible N gas flux from layer \( i \) for a given soil heterotrophic respiration rate and nitrate level, respectively (g Nm⁻² d⁻¹); \( \theta_i \) is a shape parameter that depends on soil texture; and \( F_{\text{moisture}}(S_i/S_{i\text{max}}) \) varies between 0 and 1.

### Appendix B

[62] Appendix B describes the list of parameters used in the model. Table B1 includes the parameters definitions, values and references.

### Table B1. Model Parameter Values Used to Simulate the Biogeochemical Processes of WS10 in the HJA

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Definition</th>
<th>Value</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \lambda_{\text{surf}} )</td>
<td>Seasonal damping depth for snow (mm)</td>
<td>670</td>
<td>Hillel [1998]</td>
</tr>
<tr>
<td>( GST )</td>
<td>Annual mean soil temperature (°C)</td>
<td>8.5</td>
<td>Sollins and McCorison [1991]</td>
</tr>
<tr>
<td>( Kn )</td>
<td>Michaelis-Menten calibration parameter (g Nm⁻²)</td>
<td>0.1</td>
<td>Calibrated</td>
</tr>
<tr>
<td>( \delta_{\text{Nan}} )</td>
<td>Fraction of nitrogen uptake from the nitrate pool</td>
<td>0.3</td>
<td>Rygiewicz and Blelsoe [1986]</td>
</tr>
<tr>
<td>( \delta_{\text{NH}_₄} )</td>
<td>Fraction of nitrogen uptake from the ammonium pool</td>
<td>0.7</td>
<td>Rygiewicz and Blelsoe [1986]</td>
</tr>
<tr>
<td>( \alpha_{\text{C:N}} )</td>
<td>C:N ratio for plants and soils</td>
<td>50</td>
<td>Sollins and McCorison [1981]</td>
</tr>
<tr>
<td>( c_{\text{d}} )</td>
<td></td>
<td>0.004</td>
<td>Calibrated</td>
</tr>
</tbody>
</table>
Fraction of carbon that is not lost to the atmosphere due to the soil heterotrophic respiration \( \pi_w \) 0.2 Sollins et al. [1980]
Fitted extinction coefficient \( \beta \) 0.976 Jackson et al. [1996]
Fraction of carbon decomposition that feeds into the DON pool \( \phi \) 0.015 Calibrated
Steady-state average mortality rate of old-growth forest (yr\(^{-1}\)) \( \mu_{st} \) 0.0125 Lutz and Hulshorst [2006]
Average biomass value for an old-growth forest (g Nm\(^{-2}\)) \( B_{st} \) 42,350 Harmon et al. [2004], Sollins et al. [1980]
Mortality rate parameter \( m_{st} \) 1.55 Fixed a priori
Mortality rate parameter \( m_{st} \) 4 Fixed a priori
Mortality rate parameter \( m_{st} \) 1.0 Fixed a priori
Minimum uptake rate of vegetation after disturbance (yr\(^{-1}\)) \( \nu_{min} \) 0.20 Fixed a priori
Steady state value of plant uptake (yr\(^{-1}\)) \( \nu_{st} \) 0.25 Calibrated
Stand age for which plant uptake is the highest (years) \( S_{max}^{age} \) 35 Luysseur et al. [2008]
Weibull distribution parameter for plant uptake \( W_{st} \) 1.60 Fixed a priori
Weibull distribution parameter for plant uptake \( W_{st} \) 1.70 Fixed a priori
Weibull distribution parameter for plant uptake \( W_{st} \) 0.95 Fixed a priori
Weibull distribution parameter for plant uptake \( W_{st} \) 0.85 Fixed a priori
Lower limit of soil water saturation, below which plant uptake is reduced (%) \( W_{st}^{min} \) 40 Fixed a priori
Upper limit of soil water saturation, above which plant uptake is reduced (%) \( W_{st}^{max} \) 80 Fixed a priori

- Potential carbon decomposition rate (vegetation dependent; yr\(^{-1}\)) \( k_c \) 0.45 Calibrated
- Parameter that determines the value of \( F_{N}^{max} \) at \( k_{c} \) \( M_{st} \) 0.25 Raich et al. [1991]
- Shape parameter defining the skewness of the \( F_{N}^{max} \) curve \( m_{st} \) 0.14 Raich et al. [1991]
- Optimal soil wetness for which decomposition is maximal \( \nu_{st}^{s} \) 400% Alexander [1977]
- Average pH value for the soils in WS10 \( \phi \) 4.5 Chatier et al. [2009]
- Maximum nitrification rate (d\(^{-1}\)) \( R_{max} \) 0.15 Parton et al. [2001]
- Soil moisture function parameter for ammonium nitrification \( N_{st} \) 1.7 Parton et al. [1996]
- Soil moisture function parameter for ammonium nitrification \( N_{st} \) 3.22 Parton et al. [1996]
- Soil moisture function parameter for ammonium nitrification \( N_{st} \) 0.007 Parton et al. [1996]
- Soil moisture function shape parameter \( d_{st} \) 5.0 Del Grosso et al. [2000]
- Maximum fraction of NH\(_{3}\) pool that can be lost through transport of water \( qf_{sNH_{3}} \) 0.12 Calibrated
- Maximum fraction of NH\(_{4}\) pool that can be lost through transport of water \( qf_{sNH_{4}} \) 0.04 Calibrated
- Maximum fraction of NH\(_{3}\) pool that can be lost through transport of water \( qf_{sNH_{3}} \) 0.02 Calibrated
- Maximum fraction of NH\(_{4}\) pool that can be lost through transport of water \( qf_{sNH_{4}} \) 0.06 Calibrated
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