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[1] Hydrograph source components and stream water residence time are fundamental
behavioral descriptors of watersheds but, as yet, are poorly represented in most
rainfall-runoff models. We present a new time-space accounting scheme (T-SAS) to
simulate the pre-event and event water fractions, mean residence time, and spatial source
of streamflow at the watershed scale. We use a physically based hydrologic model together
with field data from the well-studied Maimai M8 watershed and HJ Andrews WS10
watershed to explore how catchment properties, particularly soil depth, controls the age
and source of streamflow. Our model simulates unsaturated, saturated subsurface, and
surface rainfall-runoff processes. We first demonstrate the ability of the model to capture
hydrograph dynamics and compare the model flow component and age simulations
against measured values at the two sites. We show that the T-SAS approach can capture
flow and transport dynamics for the right dominant process reasons. We then conduct a

series of virtual experiments by switching soil depths between the two watersheds to
understand how soil depth and its distribution control water age and source. Results
suggest that thicker soils increase mean residence time and damp its temporal dynamics in
response to rainfall inputs. Soil depth influenced the geographic source of streamflow,
whereas pre-event water sources became more concentrated to near stream zones as

soil depth increased. Our T-SAS approach provides a learning tool for linking the
dynamics of residence time and time-space sources of flow at the watershed scale and may
be a useful framework for other distributed rainfall-runoff models.
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1. Introduction

[2] “Accurate prediction of the headwater hydrograph
implies adequate modeling of sources, flowpaths and resi-
dence time of water and solutes.” Hewlett and Troendle
[1975, p. 21] made this statement over thirty years ago. At
that time, they were noting that while many different models
could simulate an accurate hydrograph from the hillslope
into the first-order stream, what makes such a prediction
meaningful is getting the hydrograph right for the right
reasons. Sadly, even with today’s modern computing tools,
new streamflow process insights [McDonnell et al., 2007]
and increasing demand for models that capture dynamics for
the right reasons [Beven, 2002; Kirchner, 2006], we have
few models that have been evaluated with field data to
ensure adequate modeling of sources, flowpaths and resi-
dence time of water and solutes.

[3] One impediment is that we are not yet able to
deconvolve a storm hydrograph into the rain parcels that
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express themselves at varying times in streamflow (Figure 1a)
nor are we able to apportion within a hydrograph the
geographic sources of flow through the event (Figure 1b).
This is a fundamental theoretical challenge for hydrological
modeling and a pressing applied need for nonpoint source
pollution quantification, landuse change determination on
flow and how climate impacts are expressed at the water-
shed outlet.

[4] Some recent runoff models have begun to incorporate
flow source and age components into model development
[Uhlenbrook and Leibundgut, 2002; Seibert and McDonnell,
2002; Dunn et al., 2007] and evaluation [Vache and
McDonnell, 2006; Fenicia et al., 2008]. However, all of
these models simply track tracers and do not record the
history of solute progression in space through the water-
shed, thus thwarting analysis and interpretation of stream
water source apportionment and its link to residence time.
For example, we estimate mean residence time based on a
simulated breakthrough curve from instantaneous tracer
injection within a model. As a result, we can only predict
a static residence time distribution for the entire simulation
period and have no ability to quantify the dynamics of
residence time distributions with flow conditions and rain-
fall regimes. Similarly, we do not know the relationship
between the source components of flow (in time and space)
and the residence time because no model approaches (that
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Schematic diagram of our approach; namely the separation of the temporal and spatial

hydrograph components. (a) Individual rainfall hyetograph segments are propagated through the storm
hydrograph. (b) The geographic source apportionment of flow.

we are aware of) have developed or included such an
accounting scheme to deconvolve a simulated hydrograph
as illustrated by Figure 1.

[5] Such a model and approach could be evaluated at
watersheds with high quality time source information (typ-
ically gained from two-component isotope hydrograph
separation studies), geographic source information (typically
gained from geochemical end-member mixing analysis) and
mean residence time information of soil water and stream
water (typically gained from time series of stable isotope
information). A model set up and tested in such a way could
be enormously helpful in addressing some of the outstand-
ing questions in catchment science: How does residence
time vary with flow regime? How are flow sources and
residence time related? How do catchment characteristics
control the time and geographic sources of streamflow?
Perhaps most importantly, such an approach could lead to
the development of routine evaluative measures for models
that can then be tested (and rejected) with field data and thus
ensuring adequate modeling of sources, flowpaths and resi-
dence time of water and solutes, as Hewlett and Hibbert
called for so long ago.

[6] Here we develop a new matrix accounting scheme to
enable time and source separation of the hydrograph as a
pathway to new understanding of the controls on hydro-
graph sources and residence time of water at the watershed
scale. We use two well studied experimental watersheds (the
Maimai watershed in New Zealand and the HJ Andrews
Experimental watershed in Oregon USA) as proof of
concept for the approach. We then perform a series of
virtual experiments [Weiler and McDonnell, 2004] using
these systems as shells for combinations of rainfall regime
and soil depth distributions to further our understanding on
the physical controls on water flow, source and residence
time dynamics at the watershed scale. The specific ques-
tions we address in this paper are:

[7] 1. Can a time-space accounting scheme for hydrolog-
ic models be developed to link time and geographic sources
of flow in a watershed?

[8] 2. Can a hydrologic model incorporating a time-space
accounting scheme express the observed findings of pre-
event and event water fractions and residence time?

[v] 3. How does residence time vary with time through-
out the hydrologic year?

[10] 4. What is the interaction between sources and age of
flow at the watershed scale?

[11] 5. What is the dominant catchment property con-
trolling the interaction of sources and age of flow in the
stream?

2. Methods
2.1. Hydrologic Model

[12] We use the distributed rainfall-runoff model OHDIS-
KWMSS (OHymos-based DIStributed model, with Kine-
matic Wave Method for Surface and Subsurface runoff
[Tachikawa et al., 2004]) in our analysis. It is important
to point out that the new accounting procedure (described
below) could be used with any number of distributed
hydrologic models now in use. We apply it to OHDIS-
KWMSS because this is a model we have used previously
[Sayama et al., 2006; Tachikawa et al., 2006] and have
familiarity with. OHDIS-KWMSS simulates surface and
subsurface flow. Among the distributed models reviewed
by Kampf and Burges [2007] OHDIS-KWMSS is perhaps
most similar to TOPKAPI [Ciarapica and Todini, 2002]
where, like TOPKAPI, it uses a kinematic approximation
for unsaturated lateral flow. OHDIS-KWMSS accounts for
flow in capillary and noncapillary pore space with a single
set of storage-discharge equation; it is thus able to capture
dynamics in steep humid catchments such as rapid subsur-
face stormflow in a layer of limited thickness and high
hydraulic conductivity due to the preferential flow paths and
macroporosity.

[13] Like many other distributed models (e.g., DHSVM
as reported by Wigmosta et al. [1994], Hill-VI as reported
by Weiler and McDonnell [2004], etc.), catchment topog-
raphy in OHDIS-KWMSS is represented with a set of
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Figure 2. Graphical representation of the OHDIS-KWMSS model illustrating how flow (g) is
calculated based on water table height (%) in each pixel.

pixels, which are covered by soil with capillary pore space
and noncapillary pore space on a impermeable bedrock
(Figure 2).

[14] When the volumetric water content € is smaller than
the maximum volumetric water content in the capillary pore
0,,, the water flows in the capillary pore as unsaturated
subsurface flow, which is modeled by the Darcy equation
with a variable hydraulic conductivity k. By using the power
form of k£ (= k,nSC [Leibenzon, 1947]) and by assuming that
the hydraulic gradient is equal to the slope of ground
surface, the average velocity in the downslope direction in
the capillary pore v,, is estimated as:

OH
=)
( L)
_ B(;__Z¥
= kS, (l 3x)
o0\’ (. dp
—f (a) (’*a)
Yoy
Ié)
(2.

where H is a hydraulic head; ¢ is a pressure head; x is a
distance in lateral direction; S, ( = 60/6,,) is a degree of
saturation; i is a slope; &, is a saturated hydraulic
conductivity in capillary pore; 3 is an exponent parameter;
h is an equivalent water stage (A = D@), where D is a soil
depth; d,, is an equivalent water stage to the maximum
water content in the capillary pore (d,, = D6,). For
unsaturated conditions (0 < 6 < 6,,), or (0 < & < d,,),
lateral discharge from a pixel per unit width g is

n\"’

[15] When the volumetric water content 6 exceeds the
maximum water content in the capillary pore 6,,, the water

(1)

(2)

flows in the noncapillary and capillary pore as saturated
subsurface flow, which is modeled by the Darcy equation
with saturated hydraulic conductivities. The average veloc-
ity in the noncapillary pore v, is estimated by

Vo = kyi (3)
where £, is saturated hydraulic conductivity in noncapillary
pore. The total discharge per unit with ¢ is estimated by
adding subsurface flow in noncapillary pore and capillary
pore

q = (h— dp)kyi + dykini. (4)

[16] To assure the continuity of the discharge change
when & = d,,, the derivations of g(%) calculated from
equations (2) and (4) are set to be equal when 4 = d,,.
Then we obtain the following relationship:

(5)

It is reasonable that k, > k,, when 3 > 1. By adopting this
relationship, we can reduce one model parameter k,,.

[17] When the volumetric water content exceeds the
effective porosity 6,, saturation excess overland flow
occurs, which is modeled by the Manning equation. The
average velocity of overland flow is estimated with Mann-
ing’s roughness coefficient n [Takasao and Shiiba, 1988]:

Vs = ki + % (h—d,)"". (6)

[18] The total discharge ¢ is estimated by adding overland
flow and subsurface flow in noncapillary pore and capillary
pores

q= (h - da)Vx + (da - dm)va + dym

Y (h—da)" + (h — dy)kai + dyhoni.

n
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Figure 3. Schematic representation of the T-SAS approach. The T-SAS matrix shows how the ratio of
water from different temporal classes and spatial zones are computed where the numbers inside the matrix
are added vertically and horizontally (in the diagram) to compute the value(s) shown in the shaded part
outside of the matrix. These shaded numbers correspond to the percentage of the shaded areas in the
hydrograph. The T-SAS matrices are assigned to each pixel for each of the flow pathway (surface,
capillary, and noncapillary flow) such that all the matrix values are updated in a downslope direction.

[19] Finally, the discharge-stage relationship illustrated in
Figure 2, and the continuity equation, are used to simulate
rainfall-runoff in each pixel

h &)
dulin( 5= ) 0 (0<h<dy)
G =14 (h— dyp)kyi + dykni, (d < h < d,)
N h = d)"+(h — dy)kai + dwkni (dy < h)
n

(®)

Oh 0q

5 g =) )

where 7(f) is effective rainfall, which is equivalent to the
difference between rainfall and evapotranspiration rates.

2.2. Time-Space Accounting Scheme (T-SAS)

[20] We solve the time-space accounting challenge illus-
trated in Figure 1 using a matrix-based time-space account-
ing scheme (T-SAS) that tracks the ratio of flow contributed
by rainwater originating from certain temporal classes and
spatial zones (Figure 3). For time source hydrograph sep-
aration, we can divide rainfall into separate temporal classes
(in this example we use five temporal classes from 0 to 4
depending on the time of the rainfall). The number of
classes can be adjusted based on the number of discrete
separate hydrograph components one wants to simulate.
The 0 class represents rainwater prior to the beginning of

the simulation (pre-event water), while the classes 1 to 4
represent rainwater (event water) in the different periods
comprising the rainfall hyetograph. The colors in the hyeto-
graph correspond to the colors in the hydrograph in Figure 1a,
indicating when rainwater in the each period exist the
outlet of the catchment. T-SAS performs the spatial source
separation of streamflow following the concept outlined in
Figure 1b. The catchment is divided into the six zones from A
to F, and the separated hydrograph in Figure 1b illustrates
when rainwater in the different zones exists the catchment
outlet. The key feature is the combination of, and accounting
for, the spatiotemporal sources of streamflow simultaneously.

[21] Provided the number of spatial zones and temporal
classes are defined as S and 7 respectively, the dimension of
the T-SAS matrix R,(f) is (S x T). For example, the matrix
in Figure 3 represents the constituents of water flowing at
the catchment outlet. It shows that 6% of the discharge is
sourced from rainwater during temporal class 2 and spatial
zone C. Adding all the values in rows for each column, we
can obtain the ratio of the flow originating from each
temporal class. Consequently, the hydrograph at time ¢ can
be separated based on the temporal sources of streamflow as
shown in Figure la. In this example, rainwater during
temporal class 0, or pre-event water, comprises 15% of the
discharge at time ¢, and rainwater during temporal class 1
equals 30%. Adding all the values from side to side for each
row, we can separate the hydrograph at time ¢ based on the
spatial sources of streamflow. In this example rainwater in
the spatial zones A and B contribute 11% and 13% of the
discharge, respectively.

4 of 14



Wo07401

r.
| i
inS + outS
] s sc_ |4
Vi 4
inN outN
qi i N __gi
Vi
4
inC | outC
q; CN o ¥ q;
R qi V —_—1
i

Figure 4. Flow components and volume that have to be
calculated before T-SAS tracking for each flowpath in each
pixel.

[22] The temporal source and the spatial source of water
differ depending on the location. In addition, even at the
same location the temporal and spatial sources must be
different depending on the flowpaths. Therefore our new
method assigns different T-SAS matrix to each flow pathway
at each pixel in a distributed rainfall-runoff model (Figure 3,
left). The matrices are then updated from upper areas to lower
areas by the method explained in the next section.

2.3. Tracking the T-SAS Matrix for Each Flow
Pathway at Each Pixel

[23] In order to update the T-SAS matrix, we first
calculate the discharge ¢; and water stage h; at each pixel
with the rainfall-runoff model. We then calculate all the
discharge and volume components represented with the

arrows in Figure 4 where ¢/"%, ¢"" and ¢"“ denote inflows
to surface, noncaplllary pore space and capillary pore space
at each pixel i; ¢° denotes d1scharge from surface to
noncapillary pore space and ¢~ denotes discharge from

capillary pore space to noncapillary pore space. Note that

¢:€ and ¢ become negative if the flow directions are
opposite. All of these flow components are calculated at
each time step with mass balance equations based on the
water stage at each pixel.

[24] Based on the calculated discharge components for
each pixel, we update the T-SAS matrlx values by the
followmg equations for surface flow R}, subsurface ﬂow
in noncapillary pore space RY and in capillary pore space Rf
RY in each pixel:

S
d VSR Z jgutSRS (_)utSRS _ q;S'CRfC 4 riAiR:_”ain (10)
JjeU;
N
d(VNR Z outNRN q?utNR(N + qchRZCN (1 1)
Jjeu;
d(VERE
( ldt ) — joutCRC q?utCRlC 4 q;_S'CR;_S‘C _ quNRiCN (12)

Jjeu;
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RE (5 <0) (13)

<0 (14)

CN _ R,-C 4q;
= {Rﬁv qu
where 72, V¥ and V¢ are the water volumes stored at each
flow pathway, A; is projected area of the pixel,; R RN
and R are the T-SAS matrices of the adjacent upslope plxel
J- The calculation of the matrlces is done from the upslope
area downward so that R RY and R become known
variables before calculatmg R, RY and RE. REF™™ is the
T-SAS matrix of rainwater at 7. It has a value of 1 only at the
element of (¢, i) in the matrix. The term r;4,R;*" is added
to the right side of equation (10) based on the assumption
that rainwater is mixed with surface flow. If no surface
flow (2 < d,) occurs at the pixel i, the rAR;™" term is
added to the right side of equation (12) by assuming that
the rainwater directly reaches to the subsurface flow via
capillary pores.

[25] The T-SAS matrix tracking equations are obtained
through mass balance equations. It simulates explicitly
advective transport of water among the different flowpaths
(surface flow and subsurface flow in noncapillary space and
in capillary space) at different pixels. Dispersion is not
explicitly modeled in order to keep the method simple.
Nevertheless, the numerical dispersion effect is still included
as per Vache and McDonnell [2006]. The T-SAS approach
assumes also the instantaneous and complete mixing within
an associated water volume for each flowpath at each pixel.
(Note that the assumptions here are different from the
homogeneous and complete mixing at the entire catchment
assumed in the ordinary two component mixing approach
because T-SAS still tracks the temporally and spatially
heterogencous matrix information.) It does not parameterize
the effect of immobile water and mixing rate within a pixel
and a flowpath as some recent studies have proposed [Page
et al., 2007; lorgulescu et al., 2007]. Instead of introducing
additional parameters to simulate tracers, we trace the time
and space information simply by following the modeled
runoff processes with parameters used for the rainfall-runoff
model. If an applied model cannot reproduce the observed
residence time or the expected spatial source of water, one
can reconsider the model structure for example, by simulat-
ing additional flow pathways. The main difference between
T-SAS approach and the standard tracer simulation method is
that unlike the standard method, which tracks a single type of
conservative tracer inside a model [Uhlenbrook and
Leibundgut, 2002; Uhlenbrook et al., 2004; Wissmeier
and Uhlenbrook, 2007; McGuire et al., 2007; Dunn et al.,
2007; Son and Sivapalan, 2007] is that our approach
simultaneously tracks multiple virtual tracers by updating
T-SAS matrix. Each of the elements of T-SAS matrix
represents rainwater falling in a pixel and a certain time
increment. Consequently, it can calculate time and space
sources of soil water and surface water for each pixel.

[26] Our ultimate goal is to separate a stream hydrograph
based on time and space sources. Therefore after calculating
all the matrix values for all pixels, we calculate the T-SAS

g
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Figure 5. Calculation of mean residence time (MRT) with the T-SAS method. (a) Uses the temporal
hydrograph separation developed in Figure 3 to separate the hydrograph into daily values, where R is the
percentage of flow from a given precipitation time input at (¢t — 7). (b) The numerical values for the
temporal components of flow at time ¢. (c) Residence time distribution (RTD) for time ¢ calculated using
the T-SAS matrix values. (d) Finally, the MRT for the 1-year time series is illustrated schematically
showing how the discrete daily MRT calculated from Figure 5c corresponds to other values through the

year.

matrix in the stream by summing up the matrix values
adjacent to the stream with the following equation:

S N C
Z (q:_mtSRi + qlqquRi + qiDMCRi )

RR _ieC
- Z (q;_)utS + q;)utN + q;th)
ieC

(15)

where RY is the T-SAS matrix of stream water, and i € C
indicates all the pixels that flow directly into the stream.
Once the T-SAS matrix is known in the stream, the
separation of the hydrograph by temporal sources and
spatial sources is easily completed.

2.4. Mean Residence Time Calculation Based on the
T-SAS Matrix

[27] Mean residence time (MRT) of stream water (some-
times referred to as transit time [McGuire and McDonnell,
2006]) has been recognized as a useful index to represent
the hydrologic processes and flowpaths at the watershed
scale. We define residence time as the time elapsed since the
water molecule entered the catchment as recharge to when it
exits at the catchment outlet. Since the stream water at
anytime is the assemblage of water molecules through
different flowpaths, the residence time of streamflow is
described as a probability density function, which we call
the Residence Time Distribution (RTD). Therefore the mean
of RTD is the MRT [McGuire and McDonnell, 2006]. Here
we explain how we calculate the RTD and MRT based on
the T-SAS matrix. Figure 5a shows how we first simulate

rainfall-runoff for a long term period and apply the T-SAS
algorithm to separate the hydrograph based on the rainwater
temporal classes. In the present case study, we separated
the hydrograph into rainwater originating from different
days. As a result, the calculated stream T-SAS matrix R
(Figure 5b) indicates the ratio of the rainwater contribution
from the first day to the day at time step ¢. Since the RY is
equivalent to the RTD for the time step ¢ (Figure 5c), we
can calculate the MRT with the following equation.

MRT(t) = Zt:ﬂef(z —7) (16)

Note the calculated value represents the MRT of streamflow
at time step 7. As we separate the hydrograph for each time
step, the RTD and MRT can be obtained for all the time
steps; consequently the temporal variation of MRT can be
estimated as shown in Figure 5d.

3. Study Sites Used for Model Development and
Testing

[28] We show proof of concept of our model and T-SAS
methodology using two very well studied watersheds where
extensive source information and residence time estimates
have been made: the Maimai (M8) in New Zealand and the
HJ Andrews (WS10) in Oregon USA. The two watersheds
are very similar in terms of their wet climate regime, high
runoff ratios and steep forested slopes but differ in terms of
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Table 1. Watershed Attributes for M8 and WS10 Based on Measured Values and Calculations From Field

Studies at the Two Sites

M8 Reference WS10 Reference
Area (ha) 3.8 McDonnell [1990] 10.2 Harr [1977]
Annual rainfall (mm) 2600 Rowe and Pearce [1994] 2220 McGuire et al. [2007]
Runoff coefficient (%) 60 Rowe and Pearce [1994] 56 McGuire et al. [2007]
Average slope (°) 34 McDonnell [1990] 30 McGuire et al. [2005]
Mean soil depth (m) 0.7 Mosley [1979] 3.0 Harr and Ranken [1972]
Pre-event water ratio (%) 75-85 Sklash et al. [1986] > 70 McGuire [2004]
Stream W. MRT 4 months Pearce et al. [1986] 1.2 years McGuire et al. [2005]

the timing of their rainfall regime and soil depth distributions.
As such, these test catchments offer contrasts in the two main
variables we later use to understand the physical controls on,
and linkages between, flow, source and residence time.

3.1. Maimai M8 Watershed

[29] The Maimai M8 is a 3.8 ha watershed located on the
West Coast of the South Island of New Zealand (42.1° S,
171.8° E). McGlynn et al. [2002] provided a review of
hydrological research at Maimai and we base our brief
summary on their description of the site. Mean annual
precipitation averages 2600 mm. The summer months are
the driest; average monthly rainfall from December to
February is 165 mm per month and is between 190 and
270 mm per month for the rest of the year. Typically, there
are only about 2 snow days per year. The catchment is
highly responsive to storm rainfall, and on average 60 % of
annual precipitation becomes runoff [Rowe and Pearce,
1994]. Slopes are short (<300 m), steep (average 34°), and
have local relief ranging from 100—150 m. A moderately
weathered, early Pleistocene conglomerate, known as the
Old Man Gravels, underlies the Maimai catchment. The
conglomerate is comprised of clasts of sandstone, granite,
and schist in a tight clay-sand matrix and is nearly
impermeable, with estimates of seepage losses to deep
groundwater of only 100 mm y-1 [Rowe and Pearce, 1994].
Soils overlying the Old Man Gravels are classified as
Blackball Hill soils. Silt loam textures predominate. Typical
soil profiles are characterized by thick, well developed
organic horizons (~17 cm), thin, slightly stony, dark
grayish brown A horizons, and moderately thick, very
friable mineral layers of podsolized, stony, yellow-brown
earth subsoils (~60 cm). The vegetation is mixed evergreen
beech forest (Nothofagus spp.), podocarpus, and broad-
leafed hardwoods.

3.2. HJ Andrews WS10

[30] Watershed-10 (WS10) is a 10.2 ha watershed located
at the H.J. Andrews Experimental Forest (HJA) in the west-
central Cascade Mountains of Oregon, USA (44.2° N,
122.25° W). McGuire et al. [2005] has reviewed some of
the recent hydrological research at the site and we base our
brief summary here on their synopsis. Annual precipitation
is 2220 mm (averaged from 1990 to 2002), about 80% of
which falls between October and April during frequent,
long duration, low to moderate intensity frontal storms. The
climate is Mediterranean with strong contrasts between
summer and winter precipitation amounts [Greenland,
1994]. The catchment experiences a gradual wet-up period
from about October to December and thereafter maintains
very high wetness until late spring. Snow accumulations are

common, but seldom persist longer than 1-2 weeks and
generally melt within 1-2 days. On average, 56% (28 to
76%) of the annual precipitation becomes runoff. Slopes are
short (<200 m), steep (average 30%), and have local relief
ranging from 60—130m. The catchment contains residual
and colluvial clay loam soils derived from andesitic tuffs
(30%) and coarse breccias (70%) comprising the Little
Butte Formation formed as the result of ashfall and
pyroclasitic flows from Oligocene-Early Miocene volcanic
activity [Swanson and James, 1975]. Surface soils are well
aggregated; however, lower depths (70—110 cm) exhibit
more massive blocky structure with less aggregation than
surface soils [Harr, 1977]. Beneath the weakly developed A
and B horizons is partially weathered parent material (saprolite
[Harr and McCorison, 1979; Sollins and McCorison, 1981]).
The vegetation is dominated by a naturally regenerated sec-
ond growth Douglas-fir (Pseudotsuga menziesii) stand result-
ing from a 1975 clear-cut harvest.

3.3. MS8-WS10 Intercomparison of Flow Source and
Residence Time

[31] Table 1 shows a summary of flow, source and
residence time information for the two study watersheds.
We use these as model targets for developing proof of
concept for our T-SAS approach. With a model that hits
these complementary data targets, we then progress to a
series of virtual experiments aimed at exploring how soil
depth and rainfall regime impact the interactions between
source, flow and MRT and how these are expressed within
the system spatially and recorded at the watershed outlet.
Distributed soil depth values were used for WS10 from an
available soils map at HJ Andrews Experimental Forest.
These depths ranged from 1.5 m to 4.2 m with average soil
depth of 3.0 m (Figure 6b). Mapped soil depth distributions
for M8 were unavailable. Nevertheless, many field groups
over the past decades have recorded soil depths at different
discrete points within the watershed [McKie, 1978;
MecDonnell, 1990; Woods and Rowe, 1996] and distributed
across subwatersheds within and adjacent to M8 [Mosley,
1979; McDonnell, 1997]. We used stream order to distrib-
ute and regionalize these point and partial soil depth dis-
tribution data across the watershed (Figure 6a) with an
average soil depth set at 0.7 m following Mosley’s exten-
sive survey work in a 0.3 ha subcatchment of M8 [Mosley,
1979].

4. Results
4.1. Simulated Hydrographs

[32] We applied the OHDIS-KWMSS model to the two
watersheds. The temporal resolution of the recorded rainfall
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Figure 6. Soil depth maps for the (a) M8 and (b) WS10 watersheds. Note that the scale is different for
the two watersheds, where soils are significantly deep in WS10.

input for M8 (WS10) was 20 (60) minutes. The ET was
estimated with different methods at two sites. For M8 site,
the daily totals were calculated based on five different
standard methods, then transformed using a sine curve
distribution between the hours of 6:00 and 18:00 [Vache
and McDonnell, 2006]. For WS10 site, they were estimated
by a temperature index method [Hargreaves and Samani,
1985], which was adopted by a previous HJ Andrews
modeling study [McGuire et al., 2007]. Model parameters
were manually calibrated within the range of field
observation [McDonnell, 1989; McGuire, 2004] to repro-
duce observed wet season hydrographs at each site: 2
September—31 December 1987 at M8 and 1 November
1999-29 February 2000 at WS10. We first tried the same
parameter sets to simulate hydrographs at both sites, so that
we could minimize the influence of parameters on the
differences of T-SAS results between the two sites. Based
on the simulations, we found that the same parameters could
be used for n, k, and 8 with 0.3 m~ s, 0.005 m/s and 40,
respectively. For the porosity parameters 6, and 6,,, we used
the different parameter values for the two sites: 0.55 and
0.35 (0.60 and 0.55) for M8 (WS10), which are consistent
with the range of field observations. Figure 7 shows the
observed and simulated discharge hydrographs at M8
(WS10). Nash Sutcliffe efficiencies were 0.91 (0.70). Even
though the model does not reproduce the observed
hydrographs perfectly during the low flow period at
WS10, the model could generally simulate the different
characteristics between the two watersheds; namely faster
recessions at M8 and slower recessions at WS10.

4.2. Event Water/Pre-event Water Separations

[33] Figure 7 shows the T-SAS temporal hydrograph
separation results for the period of simulated flow. The
colors in the hydrographs correspond to the colors in the
discrete hyetographs, except for the black portion which
represents the stored water before the beginning of the
simulations (1 October at M8 and 21 November at
WS10). We defined this as our pre-event water (or old
water). Note that the T-SAS hydrograph separation relaxes
some of assumptions that are required for the traditional
component mixing approach. For example, spatially homo-
geneity in the input and stored groundwater tracer signal, as
well as their complete and instantaneous mixing within the

entire catchment is assumed for the two component mixing
approach. These assumptions can potentially cause signif-
icant errors in hydrograph separations [Kendall et al.,
2001]. Alternatively, T-SAS tracks imaginary time-space
information of water with the form of T-SAS matrix, and
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Figure 7. Temporal hydrograph separations at (a) M8 and
(b) WS10. The black portions of the hydrographs represent
pre-event water runoff, while the other colors in the
hydrographs show the runoff that originated from the
corresponding colors in the rainfall hyetographs. The solid
lines show the observed hydrographs for each site.
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Figure 8. Time series of measured rainfall, modeled
runoff using OHDIS, and calculated MRT using T-SAS
for (a) M8 and (b) WS10. Note the very different temporal
dynamics of MRT in the two watersheds.

therefore does not require any of the traditional homo-
geneity assumptions. As a result, T-SAS can perform the
hydrograph deportation for catchment situations with
heterogeneous inputs and storages where the conventional
approach two-component mixing model would clearly fail.
The percentage of pre-event water comprising the stream-
flow for the 30 day period was 53 % (71%) for M8 (WS10).
This assumes that the pre-30-day-old water signature
(shown in black in Figure 7) is the pre-event water that is
propagated through the entire 30 day time series and used
for the calculation of each of the individual hydrograph
separations. If we were to define pre-event water as the
rainwater falling to the watersheds prior to an individual
storm, then the pre-event water ratio would be even higher
(in most cases >70%). For example, during the last rainfall
event at M8 that occurred 25 to 30 October (Figure 7a), the
black shaded portion of the hydrograph represents the pre-
event water in the system prior to the 30-day time series. It
comprised 32% of the total runoff, whereas the pre-event
water that includes all of the other colors (except the red
which is the event water color for this event) comprised
41% of total flow during the event. Therefore if we
performed the model calculation with pre-event water
defined as the complete blend of colors prior to this
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particular storm, then the pre-event water amount would be
the sum of 32 + 41% (73%). These results suggest that the
simulated hydrographs using our simple kinematic wave
model have high pre-event water fractions in the range of
60% to 75% for both catchments. These high pre-event water
fractions are consistent with field data shown in Table 1.

4.3. MRT of Stream Water and Temporal Variation

[34] Field studies at M8 and WS10 have reported very
different MRT values (Table 1). Reported MRT are about
4 months at M8 and 1.2 years at WS10. Our one of the
scientific questions was whether or not the model can
express the differences in MRT between the two water-
sheds. The simulation periods for the MRT were decided
based on the availability of rainfall data for one year: from
1 January to 31 December in 1985 at M8 and from
1 November to 31 October in 1999 at WS10. Figure 8 shows
the simulated hydrographs and MRT time series at M8
(WS10). Note that the MRT at the beginning of the
simulation became equal to the MRT at the end of the
simulation because the yearly rainfall series was assumed to
be repeated in the previous years to calculate MRT.

[35] Estimated MRT at M8 (WS10) is 46 (173) days. The
MRT at WS10 is about three times longer than that of MS.
The model, with T-SAS accounting tool, can express
adequately the difference of reported MRT between the
two watersheds (about 3.5 times longer at HJA). Notwith-
standing, the calculated MRT for both watersheds were
about 40 % of the reported values. One of the reasons for
the underestimates appears related to the within-period
temporal variation of MRT. Figure 8 shows that the MRT
during high flow may be shorter than the MRT during base
flow (or what one might term the base flow MRT, the
conditions under which most of water samples were col-
lected for field-based MRT estimation reported in Table 1).
Unlike the field-based base flow MRT, our model MRT
values represent all flow conditions including base flow and
high flow periods. If we compare only our estimated model-
based MRT during base flow conditions, then our modeled
values for both watersheds are within 60% of the measured
data in Table 1.

[36] Figure 8 also shows the different characteristics of
MRT time series in the two watersheds. MRT at M8 is more
temporally dynamic and sensitive to rainfall inputs than is
WS10, which shows a relatively stable MRT signal. Auto
correlation for these two signals are 0.64 (0.93) at M8
(WS10). Notwithstanding these patterns, the seasonal var-
iation of MRT is more significant at WS10 where the MRT
standard deviation is 33 days (compared to 10 days at MS).

[37] Note that the MRT results may be influenced by the
model grid size due to unavoidable numerical dispersion. To
understand the sensitivity of the grid size, we conducted an
additional MRT calculation at M8 with 20 m grid size (the
original one was 10m). The calculated average MRTs were
similar: 46 days (10 m) and 50 days (20 m), and the
temporal dynamics were also very similar. Thus the MRT
result in this example is not significantly influenced by the
grid size and the use of 10 m grid size may be justified for
the acceptable computational load.

4.4. Spatial Source of Stream Water

[38] The spatial source components of the stream water
were computed using T-SAS for a one year period. Figure 9

9 of 14



W07401

(a)

||||.I
] | IIIII|||||I|I||I|| U |
WL L

Figure 9. Spatial source distributions of total flow for
1-year simulation periods at (a) M8 and (b) WS10. For this
visualization, we display the T-SAS model results over an
equivalent area for each watershed and show the relative
amounts contributed by different areas vary in space. The
more blue colors show minimal contribution where the more
red colors denote areas of maximum contribution. The scale
is fractional from 0% to 3%; if we add all the values, then the
total would be 100% (that is, 100% of the total flow recorded
over the 1-year period).

uses colors to display the geographic distribution of flow
form different places in the watershed. If all the values
(colors) in the watershed map were one color (or a value of
1.0 on the percent contribution scale in Figure 9), then the
spatial source of the runoff would be identical and evenly
distributed across the entire watershed. On the other hand, if
the values are higher than one and are unevenly distributed,
then this would indicate (as in the two model examples) that
certain areas of the watershed contribute more than others to
runoff at the stream outlet. Results for the both watersheds
show higher values of spatial source contribution at near
stream zones and hollows. WS10 shows more concentrated
pattern of runoff source and the pattern indicates that areas
near- and immediately downslope from the ridges contrib-
uted only small amounts to flow in the stream over the 1-year
simulation. This spatial source is related to the development
of stream water MRT where these poorly contributing zones
represent potentially long residence zones.

[39] We plot the spatial source of pre-event and event
water during 30-day periods (the same periods as Figure 7)
against the distance from the stream in Figure 10. Here the
“Area” bar chart shows the histograms of area distributions
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located at different distances from the stream. The filled
square and triangular plots represent the spatial source
distributions of event and pre-event water during this period
from different distances away from the channel. While the
geographic source distributions of event water for the both
watersheds are concentrated in the near stream zones, the
distributions of pre-event water differ significantly between
the two watersheds. The distribution at M8 follows the
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Figure 10. Geographic source distributions of event and
pre-event water in PDF. The event water source is largely
from the near-stream zone. Thus, the PDF for the source
contribution is very different to the PDF for the area
distribution (Area). For the geographic source distribution
of pre-event, the M8 watershed PDF (a) follows the
topography (Area) whereas the plot for WS10 shows that
the proportion is higher for near-stream areas than would be
expected from topography alone. When we switch the soil
depths, the geographic source of pre-event water change
and show more concentrated near stream sources for M8
and more distributed contributions for WS10.
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Figure 11. Virtual experiment results for MRT for M8

(dark shading) and WS10 (light shading). The bar chart
shows the average MRT for a year simulation with the
standard deviations computed daily over the 1-year period.
“Control” represents the 1-year simulation with current
conditions. “Uni Soil” is a simulation where the mean soil
depth for each watershed is imposed as a uniform thickness
over the entire watershed (0.7 m for M8 and 3.0 m for
WS10). “Soil” represents a switching of the uniform soil
thickness for each. “Met” represents a switching of the
rainfall and evapotranspiration time series for each site.
“Met + Soil” represent switching of both conditions for the
two sites.

topography (Area) whereas the plot for WS10 shows that
the proportion is higher for near stream zones than would be
expected from topography alone.

[40] If we switch soil depths between M8 and WS10
(spatially uniform soil distributions with switched average
soil depths) and hold all other model parameters constant
(including the base case storm rainfall input), we can isolate
the influence of soil depth on the spatial sources of flow.
Figure 10 shows an example of this whereby the artificial
increase in soil thickness at M8 decreases the direct contri-
bution of pre-event water farther than 35 meter distance
from the stream (see the unfilled dots in Figure 10). On
the other hand, if we reduce the soil depth at WS10, the
subsurface contributing area of pre-event water to the
channel increases greatly with more catchment-wide contri-
butions to the stream. This simple experiment shows how soil
depth is a major control on the subsurface contributing area.

5. Discussion
5.1.

[41] The T-SAS approach enabled an examination of the
physical meaning of MRT and how the internal dynamics of
catchment response control MRT and the spatial sources of
flow. In particular, we were interested in the stability of
MRT and how it relates to the spatial sources of runoff. This
is the first time that such linkages have been examined
largely because the extreme experimental limitations of
addressing this empirically and the lack of any accounting

Residence Time Damping

SAYAMA AND MCDONNELL: A NEW TIME-SPACE ACCOUNTING SCHEME

W07401

scheme in a model to reveal such behavior numerically. The
model base case reproduced well the different mean resi-
dence times reported for M8 [Stewart and McDonnell,
1991] and WS10 [McGuire et al., 2005]. More interesting is
different time series dynamics of the RT through the
modeled period for the two watersheds. M8 showed
considerable dynamics in RT in response to rainfall events
with little seasonal variability through time. Alternatively,
the time series of RT at WS10 showed less dynamic
response to rainfall events with higher seasonal variability.
This finding suggests something fundamental about how RT
varies depending upon rainfall input and storage depth
damping through the watershed. Figure 11 shows the
average and standard deviation of MRT for the two
watersheds depending on the altered conditions. If we
assume uniform soil depth but with the same soil depth
average as the base case, then there is almost no difference
to the “Control”” simulation. This suggests that the spatial
distribution of soil depth is not a major influence on the
MRT at the two watersheds. On the other hand, if the
average soil depths are switched between M8 and WS10
with uniform soil depths assumed in each (i.e., simply
switching the measured average soil depths) this results in
longer MRT at M8 than at WS10. This indicates a strong
correlation between average soil depth and MRT where
MRT increases with increasing soil depth. If we switch
rainfall and evapotranspiration inputs between the two sites
(Table 1), the effect on modeled MRT is smaller than for the
soil depth switching but still results in increased M8 MRT
(Figure 11). Finally, switching both soil depth and
meteorological conditions for the two sites effectively
reverses the observations from the control runs, implying
that the difference in MRT between the two watersheds are
mainly caused by the differences in the average soil depths
and meteorological conditions.

5.2. On the Importance of Soil Depth for Adequate
Modeling of Flow, Flow Sources, Flowpaths and
Residence Times

[42] Our work shows that prediction of the headwater
hydrograph with adequate modeling of sources, flowpaths
and residence time of water necessitates explicit treatment
of soil depth. In many ways, these findings recall the words
of Hewlett and Hibbert [1967] who concluded from process
studies that soil depth was the foremost among watershed
factor affecting runoff response. While others have advocated
explicit soil depth treatment in model formulations in
distributed watershed models [e.g., Saulnier et al., 1997,
Zhu and Mackay, 2001] that address forest road influence
[Bowling and Lettenmaier, 2001; Thyer et al., 2004;
Whitaker et al., 2003; Wigmosta and Perkins, 2001; Beckers
and Alila, 2004; Storck et al., 1998] and watershed mixing
[Weiler and McDonnell, 2004; Vache and McDonnell, 2006;
Dunn et al., 2007] this is the first paper, that we are aware
of, that has attempted to combine flow, source, age within
the model, facilitated by our new T-SAS approach.

[43] Figure 12 shows a conceptual model of our per-
ceived relationship between MRT and spatial sources of
flow based on the original diagram of Hewlett and Troendle
[1975]. Pre-event water dominates the storm hydrograph
and the event water source restricted largely to near stream
zones. Soil depth and consequently soil mantle storage,
strongly influences both the spatial distribution of pre-event
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Figure 12. Conceptual model of our perceived relationship between MRT and spatial sources of flow
based on the original diagram of Hewlett and Troendle [1975, Figure 1, page 24]. Pre-event water
dominates the storm hydrograph and the event water source restricted largely to near stream zones. Soil
depth and consequently soil mantle storage, strongly influences both the spatial distribution of pre-event
water sources and the residence time of streamflow. Watersheds with thinner soils (and hence smaller soil
mantle storage) have pre-event water sources more evenly distributed spatially within the watershed
compared to the watersheds with thicker soils (and larger soil mantle storage volumes). Soil depth also
affects the mean residence time and its temporal variability where watersheds with thinner soils have
shorter MRT and stream MRT is sensitive to rainfall inputs.

water sources and the residence time of streamflow.
Watersheds with thinner soils (and hence smaller soil
mantle storage) have pre-event water sources more evenly
distributed spatially within the watershed compared to the
watersheds with thicker soils (and larger soil mantle storage
volumes). Soil depth also affects the mean residence time
and its temporal variability, as shown in Figure 11, where
watersheds with thinner soils have shorter MRT and stream
MRT is sensitive to rainfall inputs. While these generalized
findings are consistent with recent empirical observations of
MRT controls [Stewart et al., 2007] they suggest that in
addition to slope length and gradient [McGuire et al., 2005]
and soil drainage class [Rodgers et al., 2005; Soulsby et al.,
2006] effects on MRT, soil depth may be another important
factor in determining MRT (and especially RT distributions
through time).

[44] Our conceptual model is also consistent with the
hydrogeomorphic concept of Sidle et al. [2000] who noted
the importance of threshold-like activation of different
geomorphic positions at a steep, humid catchment in Japan.
Our work extends this idea of geomorphic reservoir

activation (or cryptic reservoirs activation as described by
Seibert and McDonnell [2002]) and suggests that soil depth
and its distribution in space may be an over-riding control
on flow and mixing. Sidle et al. [2000] noted that during
antecedent wetness conditions greatly influenced subsurface
contributing area and its distance upslope from the stream
channel. Our simulation results are consistent with these
ideas where the spatial contributing area of pre-event water
for both M8 and WS10 expands from the near stream zone
to the upper slope areas as the watershed wets up. However,
our intercomparison approach and virtual experiments point
out the limitation of single-basin experimental studies for
conceptual or theory development. Our simulation results
for the two different watershed suggests that the subsurface
expansion rate differs depending on the average soil depths;
faster and farther in the shallower soil depth watershed (M8)
and slower in the thicker soil depth watershed (WS10).
Future work should increase the range and diversity of
storage depth distributions.

[45] Sidle et al. [2000] also refers to the impact of soil
depth on runoff generation mechanisms based on their
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examination of the linkage between zero-order basins and
streams. They observed that as antecedent wetness increased,
zero-order basin activation began after an accumulation of
shallow groundwater. Their hydrogeomorphic concept
noted that the rainfall threshold to initiate the zero-order
basin discharge depended on the soil depths; namely thicker
soil depths require more rainfall to activate it to generate
runoff. Self organization and expansion of preferential flow
pathways then facilitated subsurface drainage. While our
model does not explicitly simulate the detailed processes of
preferential flow pathways, recent work by Weiler and
McDonnell [2007] provide a conceptual hillslope-scale
linkage between the experimental work of Sidle et al.
[2000] and the present watershed model analysis. Such a
multiscale integration approach is in development. Lastly,
we should note that recent hydropedological descriptions of
watershed behavior [Lin et al., 2006; McDonnell et al.,
2007; Pachepsky et al., 2008] appear very much in line with
the findings presented in this paper and this explicit
treatment of soil depth in particular shows an exciting
pathway forward for future work that aims to rise to the
Hewlett and Troendle challenge of models capture more
than just flow.

6. Conclusions

[46] Hewlett and Troendle [1975] challenged the hydrol-
ogy community over 30 years ago by arguing that accurate
prediction of the headwater hydrograph implies adequate
modeling of sources, flowpaths and residence times of
water. To date, we have not yet been able to deconvolve the
storm hydrograph into the rain parcels that fell beforehand
and that express themselves at varying times in the flow
regime nor are we able to apportion within the hydrograph
the geographic sources of flow at different times. This paper
has presented a time-space accounting scheme (T-SAS) to
enable recording of the time and source components of the
hydrograph. We tested T-SAS against two well known
watershed benchmarks and then used it to examine
fundamental questions of how the sources and age of flow
at the watershed scale interact and how the time and space
sources of flow are related to dominant catchment proper-
ties. Our model experiments with T-SAS suggested that the
average soil depth was the first order control for the
difference of MRT between the two sites. This work
suggests that a catchment with thicker soil depth exhibits
longer and more damped stream MRT in response to rainfall
inputs. Furthermore, the spatial water sources are more
concentrated to area near the stream if a catchment with
thicker soil depth. These results have implications the
importance of reasonable average soil depth representation
and consequently soil mantle storage in a hydrologic model
in order to identify spatiotemporal information of stream-
flow. Finally while this study focused on understanding
hydrograph sources and residence time of water at shallow
subsurface flow dominated watersheds, the demonstrated
approach can be applied to any other watersheds with
different runoff generation mechanisms. For example, a
watershed with significant deep groundwater contribution,
where one can investigate the impact of deep groundwater
processes on the age and geographic source of streamflow.
Moreover, since T-SAS can be applied to any kind of
distributed rainfall-runoff models, the demonstrated ap-
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proach with observed age and source information is effective
to assess hydrologic model structures and their parameters.
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