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ABSTRACT

We investigated the communities of filamentous fungi and yeasts in logs in advanced stages of decay.
Decay stages are generally defined from class I—V, with class I being the least decayed and class V being
the most decayed. Fungi were isolated from cross-sections approximately 15 cm thick of Pseudotsuga
menziesii logs in decay classes III and IV. Cross sections included portions of logs with and without
conifer seedlings. Samples were removed from three vertical positions (top, middle, and bottom) of
each cross-section. Comparisons of coefficient of community and detrended correspondence analysis
ordinations indicated differences in community structure between class III and class IV logs. No
community differences were found between samples with and without conifer seedlings. A total of 18
genera and 36 species of fungi were recovered from samples; more than 50% of recovered genera were
dematiaceous hyphomycetes.
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Most coniferous forests in the Pacific North-
west (PNW) are harvested for timber, and post-
harvest treatments often include removal of large
coarse woody debris (>2.5 cm diam). Decom-
posing coarse woody debris (CWD) is important
to nutrient cycling and biotic habitat (Harmon
et al. 1986; Maser and Trappe, 1984), and its
removal following harvest may negatively affect
long-term site productivity.

The above-ground volume of CWD in Pseu-
dotsuga - Tsuga forests of the Pacific Northwest
is much greater than that found in comparable
temperate deciduous forests (Harmon et al.,
1986). The volume of logs in a 250-year-old
Pseudotsuga - Tsuga forest is 488 m 3/ha, whereas
a similarly aged Quercus stand has a log volume
of 46 m 3/ha (Harmon et al., 1986). Sollins (1982)
found that CWD comprises about 50% of the
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above-ground detrital input of coniferous forests
in the Pacific Northwest. Grier and Logan (1977)
report that on average 1.2 trees died/ha -1/year-1
in an undisturbed 470-year-old Pseudotsuga
stand.

During decomposition, logs undergo structural
and biological changes and have been catego-
rized into five decay classes, with class I the least
and class V the most decomposed (Fogel et al.,
1973; Maser et al., 1979; Sollins, 1982; Triska
and Cromack, 1980). The decay classes and their
characteristics are shown in TABLE 1. Maser and
Trappe (1984) determined that residence time of
a log is positively correlated with decay class and
that the relation is logarithmic. The more de-
cayed a log, the more difficult it is to determine
its residence time on the ground. Regardless of
residence time, decay classes support unique
communities of plants and animals.

The transition of logs from decay class III to
decay class IV involves several important bio-
logical and structural changes. During this pe-
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TABLE I
CHARACTERISTICS OF FALLEN DOULGAS-FIR TREES IN FIVE DECAY CLASSES

Decay class

Characteristics	 I	 II
	

III
	

IV
	

V

Bark
Twigs, 0.3 cm
Texture

Shape
Wood color

Invading roots
Portion on ground

intact
	

intact
present	 absent
intact
	 intact to

partly soft
round	 round
original	 original

none	 none
elevated	 elevated

slight
sag

trace
absent
hard, large pieces

round
original to faded

sapwood
sagging near

ground

absent
absent
small, soft, blocky

pieces
round to oval
light brown to

reddish brown
heartwood
on ground

absent
absent
soft, powdery

oval
red brown to dark

brown
heartwood
on ground

a Adapted from Maser and Trappe (1984).

riod, for example, Pseudotsuga logs lose about
50% of their volume (Maser and Trappe, 1984)
from the sloughing of partially decomposed bark
and sapwood (Graham, 1982). Tree seedlings,
especially Tsuga heterophylla (Raf.) Sarg. com-
monly become established on logs of decay class
III-IV (McKee et al., 1982; Christy and Mack,
1984). The high water-retention capacities of
Pseudotsuga menziesii (Mirb.) Franco logs in de-
cay classes III and IV make them an excellent
habitat for a wide range of small vertebrates,
invertebrates, plants, and microorganisms, es-
pecially during summer drought (Maser and
Trappe, 1984). However, not all organisms are
favored by these conditions. The high moisture
content of logs in these decay classes (150% in
class III and >250% in class IV) and advanced
exploration by early colonizers may restrict the
activity of basidiomycetes and favor ascomy-
cetes (Kaarik, 1974).

Although the role of fungi in early wood de-
composition has been well-documented (Kaarik,
1974; Rayner and Todd, 1979; Frankland et al.,
1982; Cooke and Rayner, 1984), their role in the
later stages of wood decomposition has received
little attention. Fungal communities in CWD may
possibly be affected by decay class, presence or
absence of Tsuga seedlings, and slope orienta-
tion. The purpose of this study was to focus on
the genera/species of hyphomycetes and yeast
present in wood of two advanced decay classes.

We addressed three questions related to com-
munity structure of these fungi: 1) do community
patterns differ between decay classes III and IV;
2) do community patterns differ in logs with and

without Tsuga seedlings; and 3) are the fungal
communities similar in the top, center, and bot-
tom of decomposing logs?

This study does not encompass white rot fungi,
brown rot fungi, mycorrhizal fungi and bacteria.
Their presence in wood may be common, but
time and fiscal constraints prohibited their iden-
tification. Nonetheless, exclusion of these organ-
isms was not based on the assumption that they
were unimportant in wood decomposition.

MATERIALS AND METHODS

Study sites. —Two study sites were selected at
400-m elevation near Marys Peak in the Coast
Range of Oregon (latitude 44°N, longitude
123°W). Rainfall in the area averages 15.84 cm/
month from September through May and 1.24
cm/month from June through August. Average
day-time temperatures from September through
May range from 20 C to —2.2 C, and from June
through August the range is 32 C to 7.7 C. The
sites are characterized by 60-80-year-old mixed
stands of Tsuga heterophylla and Pseudotsuga
menziesii. A sparse understory of Acer circina-
turn Pursh and Vaccinium spp. is present, and
bryophytes carpet the forest floor. The canopy
affords about 50-70% shade at both sites. Each
site was logged 80-100 years ago and left to re-
generate naturally.

Sampling of logs. —Three logs of decay classes
III and IV were sampled at each site in October,
1984. Logs were selected by using the following
criteria: 1) each log was horizontal across sloping
aspects; 2) sampled logs were not closer than 50
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m; 3) logs were unbroken along a minimum length
of 3 m; 4) minimum log diameter was 0.5 m;
and 5) T. heterophylla seedlings were present on
logs.

Two disks including the entire diameter were
removed from each log. The average disk di-
ameter was 32 cm with an average thickness of
15 cm. From each log, we selected one cross-
sectional disk containing roots of a T. hetero-
phylla seedling and one without. The disks were
cut at least 3 m from the end of the log with a
chainsaw. The average distance between disks
was 1.5 m. The vertical orientation of each disk
was marked for reference. Each disk was placed
in a separate large plastic bag and transported to
the laboratory within 1 hr of removal from the
log. Disks were stored in the bags up to 18 hr at
4 C before processing.

Processing of samples. — In the laboratory, sub-
samples from each disk were taken to determine
moisture content and for fungal recovery. Three
samples, representing top, center, and bottom of
each log were taken from the interior of each disk
by using ethanol-rinsed, flamed chisels and for-
ceps. Top and bottom samples were taken 5 cm
inside the log surface, and the center sample was
taken along the midpoint of the vertical diam-
eter. Sample fresh weight was 5-10 g. Surfaces
exposed by cutting with the chainsaw were
avoided to reduce the possibility of contamina-
tion.

A modified dilution-plate method was used to
recover fungi from the wood. Samples were placed
in a sterile, stainless steel blender with 500 ml
of sterile distilled water. All samples were blend-
ed at high speed for 45 s or until the samples
were broken into very small pieces (i.e., <1 mm3).
The woody material was decanted and subse-
quently diluted by using wide-mouthed pipettes.
Concentrations of about 1/100, 1/1000, and
1/10,000 were prepared. Each dilution was used
at the rate of 1 ml per sterile plastic Petri dish;
agar at 45 C was then poured into the plates and
swirled for 60 s to distribute wood chips through-
out the medium. Three media were used: potato-
dextrose agar, water agar (15%), and rose-bengal
agar. Rose-bengal plates were wrapped in alu-
minum foil to prevent breakdown of the medium
by incidental light. Streptomycin-sulfate was
added to all three media at a rate of 100 ppm to
retard bacterial growth. Two plates for each di-
lution and medium were prepared for each sam-

ple. Plates were incubated at 15 C in an unlighted
incubator and examined daily for fungal growth
for 1 month or until they were overgrown. Fungi
were subcultured from plates and transferred to
PDA slant tubes for subsequent identification
and storage.

Statistical analyses.—Presence or absence of a
species was noted for each sample. Species were
given a score of 1 if they occurred in any of the
18 plates prepared for a sample. The frequency
of occurrence of a species was calculated as the
number of samples (n = 36) with the species
present divided by the total number of samples
cultured.

Differences in species composition among
classes, sites, positions, and cross-sections with
and without Tsuga seedlings were compared by
using coefficient of community (Gauch, 1982).
This statistic was calculated from the presence
and absence of species and genera in the samples
of a category of log (e.g., class III versus class
IV). The coefficient of community ranges from
0 (no species or genera in common) to 1.0 (the
same species or genera in each class).

Detrended correspondence analysis (DECOR-
ANA) was used to ordinate the samples based
on presence or absence of species. This method
arranges both species and samples along axes so
that those that are most similar are closest (Hill,
1979). Ordinations were performed on the in-
dividual samples (the sum of the 18 plates). The
importance of species occurring in <10 samples
was downweighted by using Hill's (1979) meth-
od.

RESU LTS

A total of 18 genera and 36 species were re-
covered from the logs (TABLE II). The majority
of the fungal genera were dematiaceous hypho-
mycetes.

Species composition overlapped between de-
cay classes (FIG. 1). The most commonly recov-
ered fungi in both classes of logs were Penicillium
spp., Pichia burtonii, Sistotrema brinkmannii,
Torulomyces lagena, Humicola spp., and Tricho-
derma sp. Penicillium was recovered in twice as
many class III samples as in class IV samples.
All 18 species of Penicillium were recovered from
class III logs, whereas only 5 species were recov-
ered from class IV logs. Penicillium lividum was
the second most frequently found species (14%)
in class III logs and Penicillium janthinellium
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TABLE II

LIST OF FUNGI ISOLATED FROM CLASS III AND IV LOGS

Species

,4ureobasidium pullulans (de Bary) Arnaud
Basidiomycete unidentified
Chalara sp.
Chalara thielavioides (Peyr.) Nag Raj

& Kendrick
Chloridium chlamydosporis (van Beyma)

Hughes
Chrysosporium pannorurn (Link) Hughes
Humicola fuscoatra Traaen
IJumicola grisea Traaen
Leptodontidium elatius (Mangenot)

Linnemann
;tfortierella ramanniana (Moeller)

Linnemann
Oidiodendron echinulatum Barron
Penicillium spp.
Penicillium charlesil Smith
Penicillium citrinum Thom
Penicillium corylophilum Dierckx
Penicillium fellutanum Biourge
Penicillium frequentans Westling
Penicillium implicatum Biourge
Penicillium janthinellum Biourge
Penicilliwn lanosum Westling
Penicillium lividum Westling
Penicillium purpurogenum Stoll
Penicillium raperi G. Smith
Penicillium restrictum Gilman & Abbott
Penicillium rubrum Stoll
Penicillium simplicissium (Oudemans)

Thom
Penicillium spinulosum Thom
Penicilhum steckii Zaleski
Penicillium stolontlerum Thom
Phialophora sp.
Pichia burtonii (Boidin et al.) Kreger

van Rij
Sistotrema brinkmannii (Bres.) J. Erikss.
Spiniger sp.
Thermomyces lanuginosus Tsiklinsky
Thysanophora penicillioides (Roum.)

Kendrick
Torula herbarum Pers.
Torulomyces lagena Delitsch
Trichoderma sp.

Abbreviations used in FIG. I.
h These were combined by genus for F IG. 1.

was the second most frequently found species
(13%) in class IV logs. Sistotrema brinkmannii,
Torulomyces, Hutnicola, and Trichoderma were
recovered two to three times more frequently
from class IV logs than from class III logs. How-
ever, the yeast P. burtotzii was recovered at a very
high rate in class IV logs and to a lesser extent
in class III logs regardless of medium used.

Comparing communities by using the coeffi-
cient of community indicated class III and IV
logs were less similar to each other than they
were in community comparisons based on sites,
positions, or the presence of seedlings. The co-
efficient of community for class III and class IV
logs was 54%, whereas that for sections with and
without tree seedlings was 60%. The same pat-
tern was observed when the presence or absence
of genera was used to calculate the coefficient of
community.

DECORANA ordination indicated that there
was considerable overlap in the species compo-
sition of logs in classes III and IV (FIG. 2). Class
III logs composed 70% of the samples with first-
axis scores >150, and 27% of the samples with
first-axis scores of < 150. The first DECORANA
axis therefore seems to weakly correspond to a
time or succession gradient. The ecological in-
terpretation of the second axis was not apparent;
it was included in FIG. 2 to display the results
more clearly. In contrast to decay class, samples
from different positions within the cross-section
did not occur in discrete areas of the ordination.
The same pattern occurred for cross-sections with
or without seedlings. This indicated that species
composition for these factors had even more
overlap than decay classes. Samples from site 1
tended to have lower scores than those from site
2. This may reflect the greater degree of decom-
position in the logs at site 1.

DISCUSSION

Fungal community composition differed most
between logs of decay classes III and IV. Differ-
ences between categories tested such as the pres-
ence or absence of T heterophylla seedlings were
not evident in comparisons. Our conclusions
about differences in community composition
made at the species level remained unchanged
when the differences were analyzed at the genus
level. Our data suggest that it may be possible
to separate fungal communities at the genus level
without losing information. We are not, how-
ever, advocating an abandonment of species
identification in such studies. Each ecological case
is different and requires an initial analysis of spe-
cies/genus community relations before a decision
is made to identify fungi only to genus. The fre-
quencies of Penicillium and the yeast Pichia in
these logs is of interest. Our data support the
possibility of using relative frequencies of Pichia
and Penicillium to determine the decay class of
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Flo. 1. Frequence of occurrence of fungi isolated from logs in decay classes III and IV. Species abbreviations
are given in TABLE II. Although Penicillium spp. were combined in this figure, the community analysis was
based on individual species.

logs. Penicillium was more frequent than Pichia
in class III logs, whereas in class IV logs the
frequencies of these two genera were roughly
equal.

DECORANA analysis indicated a good deal
of overlap between the two decay classes in terms
of fungal species isolated. This result is reason-
able because logs are not uniform but contain
pockets of wood in various stages of decay. The
first DECORANA axis seemed to correspond to
species succession over time. The temporal pat-
tern of species might have been more dramatic
if a wider range of decay classes had been ex-
amined.

Rayner and Todd (1979) discuss the problem
of delimiting the fungus individual in wood.
When a piece of mycelium is broken, an indi-
vidual mycelium potentially becomes two my-
celia in an instant; additionally, some recovered
species are prolific sporulators. With no reliable
way to count individuals for statistical analyses,
we decided to rely on the presence/absence data
for these organisms. Community analysis pro-
cedures, such as DECORANA, can reveal com-
munity patterns with presence/absence data. Our
study design with six samples/log may have lim-
ited the number of species recovered from logs.
Further work is needed on the number of samples
required to make a more complete species list.

One of the more interesting results of this re-
search is that basidiomycetes were not recovered
as major fungal components of highly decayed
logs, in contrast to logs in early decay states (Ray-
ner and Todd, 1979; Cooke and Rayner, 1984;
Kaarik, 1974; Frankland et al., 1982). These re-
sults may have been influenced by media and
material processing method. The most prevalent
fungi recovered from logs were hyphomycetes.
Because we cultured from small pieces of wood,
our sampling methods may have excluded some
basidiomycetes. Whether a larger piece of wood,
and therefore a larger potential volume of hy-
phae, is required for successful culture of basid-
iomycetes is not known, but species of basidio-
mycetes were isolated, leading us to believe that
inoculum size was not a totally limiting factor.

Our results suggest that hyphomycetes are
highly active in advanced decay stages of P. men-
ziesii. The dominance of this group may in part
be related to physical and chemical changes as-
sociated with decomposition (Maser and Trappe,
1984). High moisture content throughout much
of the year may favor hyphomycetes and asco-
mycetes over basidiomycetes. The wood chem-
istry of P. menziesii changes markedly during
decomposition with an enrichment of lignin and
depletion of cellulose and hemicellulose (Means
et al., 1985). Carbon quality therefore decreases
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FIG. 2. DECORANA ordination of the 72 samples from which fungi were isolated. A 3 indicates class III
log, and a 4 indicates a class IV log sample.

during decomposition and the activity of wood-
degrading basidiomycetes is likely to decrease.
In contrast, ascomycetes and hyphomycetes may
decompose metabolites produced from plant,
animal, fungal, or procaryote activity in the log.
Some ascomycetes, however, have been shown
to have cellulotic activity in vivo (Merrill and
French, 1966). Further study is needed on the
chemistry of logs in the later stages of decom-
position and the effect on microbial activity.

We originally expected to find some differences
between fungal communities around roots of
Tsuga seedlings and in wood without seedlings,
but our results indicated no significant differ-
ences in community structure. We think that bio-
chemical effects of the rhizosphere on sapro-
phytic fungi in rotten wood may: 1) extend far
beyond the immediate vicinity of the roots them-
selves, thus equally affecting the fungal com-
munity in portions of the logs uncolonized by
roots; 2) not extend far enough beyond the root
surface to affect the surrounding microbial com-
munity; or 3) not affect the fungal community.

Closer investigation is needed of rhizosphere re-
lations in the environment of the rotten log.

The importance of the various mechanisms
responsible for dispersing fungi between and
within logs is not clearly understood. Since fungi
lacking wind-dispersal mechanisms are wide-
spread in highly decayed conifer wood, we spec-
ulate that they move from log to log by: 1) active
growth; 2) dispersal of propagules by water per-
colation; and 3) dispersal by animals. The spores
of Pichia burtonii, for example, are not adapted
for wind dispersal, and their spread is likely due
to insect dispersal. Propagules of many asco-
mycetes can be carried in litter and soil by mi-
croarthropods (Visser et al., 1987). Additionally,
propagules of many ascomycetes may be intro-
duced to the surface of logs by canopy through-
fall. Pichia grows very slowly in culture, pro-
ducing minute hyphae with multitudes of spores
along the hyphae: its movement in logs is more
likely due to the spread of its conidia than to
rapid penetration by hyphae. Although spores of
some genera, such as Penicillium, are easily dis-
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persed to new logs by wind, this mechanism is
not active deep in wood; again, active growth,
dissemination of propagules by water percola-
tion, and the action of animals are the likely
mechanisms for within-log movement of such
fungi.

The fungal community present in logs deter-
mines, in part, the rate and type of decomposi-
tion and nutrient cycling processes. Although our
results indicate fungal communities in logs of
decay classes III and IV are similar, they seem
to be different from those found in prior studies
of early stages of decay (Kaarik, 1974; Rayner
and Todd, 1979; Frankland et al., 1982; Cooke
and Rayner, 1984). Our study suggests that ba-
sidiomycetes may be less active than ascomy-
cetes and hyphomycetes, but more work is re-
quired before this question is completely
addressed.
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The study of soil chemistry through quasi-steady-state models:
I. Mathematical definition of model
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Abstract—A mathematical method for studying the composition and speciation of soil solutions is presented. The
method is formulated in general algebraic terms, and is adaptable to soil-water systems of virtually any chemical
composition. Chemical processes in three different time frames are considered: fast, reversible processes. described in
terms of chemical equilibrium; slow processes, described by kinetic equations for which the steady-state solution is
found; and very slow processes, which are considered to be invariant in time for the solution of the system. The rates
of the slow processes are written as functions of concentrations of species at chemical equilibrium. The numerical
algorithm STEADYQL, which incorporates these principles, has been developed.

This approach permits the calculation of sensitivity coefficients, that is, the partial derivative of the concentration
of any species with respect to the value of any of the parameters that describe influx or efflux. The approach, which
allows systematic and rapid computation of the speciation and sensitivity of any soil-water system, is illustrated with
a simple example. A formal mathematical description of the method is given in an appendix.

INTRODUCTION

SEVERAL MODELS HAVE been developed to assess the acidi-
fication of soils and waters by anthropogenic or natural pro-
cesses, notably ILWAS (GOLDSTEIN et al., 1984), the "trickle-
down" model (SCHNOOR et al., 1984), and the "magic" model
(COSBY et al., 1986). Some of these models are reviewed by
EARY et al. (1989). While designed mainly to guide research,
such models might ultimately be used to evaluate strategies
for controlling acidification of the environment.

These models vary greatly in comprehensiveness. Some
are oriented towards chemical processes, others towards bio-
logical processes, and others include many different types of
processes. In principle, if more processes are included in a
model, the model is more complete and represents the natural
system better. In practice, however, if more processes are
included, it is more difficult to recognize those processes to
which the model is most sensitive, and to select the processes
that should be the subject of further laboratory, field, and
theoretical investigations. The analysis of sensitivity of these
models is often an arduous task, requiring long integrations
over time for many combinations of factors.

In recognition of this situation, we have developed an al-
ternative approach for formulating and solving the chemical
flux and equilibrium equations for ecosystem acidification.
This approach, similar to the one in the multicomponent
chemical equilibrium program MICROQL (WESTALL, 1986),
provides a general matrix-algebra framework for formulating
biogeochemical processes mathematically, solving the equa-
tions, and analyzing sensitivity.

Current addresses: 'Department of Inorganic Chemistry, University
of Bern. Freiestrasse 3. CH-3000 Bern 9, Switzerland.

2 School of Forestry and Environmental Studies. Yale University,
New Haven, CT 06511. U.S.A.

The approach focuses on the steady-state solution of the
equations that define the state of the system. Three time
frames are considered in the model, and processes can be
assigned to any one of the three. The time frames are: fast,
reversible processes, described in terms of chemical equilib-
rium; slow processes, described by kinetic equations; and very
slow processes, which are considered to be independent of
time for the period under consideration.

Two factors argue for a steady-state approach, even for
systems known not to be at steady state. First, the steady-
state solution is unique and independent of initial state of
the system; thus the steady-state approach provides a frame-
work for systematic comparison of the relative importance
of parameters within a model. Second, since processes can
be assigned to any of the three time frames, the approach is
not locked into any particular time scale.

These concepts are developed in two papers_ In this, the
first, a simple example is used to illustrate the mathematical
approach. In the second, the method is applied to problems
of geochemical significance (FURRER et a!., 1989).

Important to our approacbis the distinction between the
conceptual model and the data for any particular system.
The conceptual model refers to the principles discussed above:
the steady-state condition, the assignment of processes to one
of three time frames, and the formulation of the equations
through matrix algebra. Based on these principles, the nu-
merical algorithm STEADYQL was developed.

The data for any particular system refers to the set of equi-
librium reactions, stoichiometry, equilibrium constants, ki-
netically controlled processes, and rate expressions that are
used to describe the geochemistry of that system. These are
defined independently of the algorithm. Thus, we distinguish
between the model itself, as represented by the numerical
algorithm, and the database used to define the processes for
any particular system.
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THEORY

The system

To facilitate the exposition of the theory, an example in-
volving a compartment of saturated soil and soil solution
(Fig. 1) is considered. The slow processes considered are: (i)
inflow of acid, in this case dilute sulfuric acid; (ii) weather-
ing of minerals, represented by dissolution of gibbsite
(Al(OH)3(s)); and (iii) outflow of the soil solution. The chem-
ical species in the system include all of the products of re-
actions of H 2SO4 , Al(OH) 3(s), and water (Table la). These
species are in solution or adsorbed to the surface of solids,
and the reactions between these species are considered to be
at chemical equilibrium. Although no natural system is this
simple, the example serves to illustrate the theory. Since the
mathematical formulation is completely general. more com-
plex systems can be treated in exactly the same way.

The goal of this exercise is to determine the composition
and speciation of a soil solution (focusing on acidity and free
aluminum), the rate of weathering loss from the system at
steady state, and the sensitivity of the steady-state solution
to the parameters that control the state of the system, namely,
input of H 2SO4 and weathering rate. We first formulate the
equations that define the system, next show how the equations
are solved, and then discuss the results for this example. A
formal algebraic definition of the problem, the steady-state
solution, and the sensitivities are given in the appendix.

Table 1. Definition of the problem: 19 equations for the 19
unknowns (12 unknown concentrations and 7 unknown fluxes).

a. Species:
mobile:
	

H', OH - , SO4 2- , A1 3', Al0H 2", Al(OH) 2', Al(OH)3.,
Al(OH)„ - , AlSO,'

immobile:	 XOH2', XOH, XS0,-

Components:
A13"mobile:	 H',	 S0, 2- ,

immobile:	 XOH2'

Mass-action equations'
(I) $0H - 1 	- K„ [H+1-1
(2) [A1OH2. ] K1 [A1 3 'l (W)-I

(3) (Al(OH)2.1 K2 [AP.) [H') - 2
[Al(OH)3] K3 [A1 3') (1.1")-3
(Al(OH)41	 - K, (A1 3*) (1.1+)-'

(6) (A1S0,1 K5 [A1 3*
]

[ S0,2-1

(7) [MN] K6 [XOH 2 '] [H"]-1
(8) (XS0,-) [XOH2 '] [SO42-1

d. Fluxes of the components through inflow and dissolution
J(in,H')	 -	 2 v c
J(in,SO4 2- )	 -	 v c
J(diss,H')	 - -	 3	 k (H")°
J(diss,A1 3') -	 k (H')°

e. Fluxes of the components through outflow 	 •
J(out, H')	 -	 -	 v ([H') - (OH - ) - (A10H2')

-	 2	 [Al(OH) 2'] - 3 [Al(OH) 3 ) - 4 (Al(OH),-1)
J(out, S0, 2 -)	 -	 -	 v ([SO 4 2- ] + (A1S0,*])

(15)	 J(out, A1 3 ')	 -	 -	 v (IA1 3') + ( A10H2")	 (Al(OH)2.1
+	 fAl(OH),] + [Al(OH), - ] +	 (A1SO4.))

f. Mole-balance equation for the immobile component 
(16)	 [XOH2') + (X0H)	 +	 ( XS0 , - )	T3oH 2' - 0

g. Flux-balance equations for the mobile components 
J(out, H')	 +	 J(in, H') + J(diss, H')	 0
J(out, S0, 2 -)	 + J(in, S0, 2 -)	 - 0

(19)	 J(out, A1 3 ')	 + J(diss, A1 3') - 0

a Values of stability constants in Table 2a.

Definition of the problem
The problem definition has three parts: (i) chemical equi-

librium equations, which describe the fast processes: (ii) re-
action stoichiometries and rate equations, which describe the
slow processes; and (iii) mole-balance equations. which pro-
vide for conservation of matter (and charge).

Species. This system contains 12 chemical species which
interact through fast reactions considered to be at equilibrium.
These species, listed in Table la, comprise the soluble reaction
products of sulfuric acid and gibbsite. Since the species are
in solution, they are classified as mobile. We also consider
products of adsorption reactions; these adsorbed species are
classified as immobile, since they do not flow out of the system
with the solution.

The adsorption reaction could be represented formally in
many different ways, for example. as an ion-exchange process.
by a Freundlich or Langmuir isotherm, or as a surface-com-
plexation process ( SCHINDLER and STUMM, 1987). Here we
use the surface complexation model, without consideration
of the electrostatic energy, in order to simplify exposition of
the theory. The theory, however, is not limited to any par-
ticular model of adsorption.

Components. In order to define the problem mathemati-
cally, a set of "components" must be selected ( MOREL, 1983;
WESTALL, 1986). The components comprise a complete and
independent set of reactants, such that every species can be
represented as the sole product of a reaction involving only
the components, and no component can be represented as
the product of a reaction involving only the other compo-
nents. The particular set of components for a given system
is not unique, but once the set of components has been se-
lected, each species is uniquely represented in terms of this
set. The set of components selected for this example is given
in Table lb.

If the system contains both mobile and immobile species.
there must be both mobile and immobile components. All
species that include an immobile component are themselves
immobile. The total concentrations of the mobile components
at steady state are regulated by the slow processes, whereas
the total concentrations of the immobile components remain
constant.

The mass-action equations (Table lc) relate the concen-
trations of the species to the concentrations of the compo-
nents. These equations describe the fast, equilibrium pro-
cesses. The stability constants are conditional constants. cor-
rect for the temperature and ionic strength of the solution
under study.

Fluxes. In this simple example, three slow processes add
or remove material from the system (Fig. 1): (i) the inflow
of dilute H 2SO4, (ii) the dissolution of gibbsite. A1(OH)3(s),
and (iii) the outflow. Fluxes that add material to the soil
system are designated as positive, those that remove material
from the system are negative. Fluxes are represented by the
symbol J [mol dm-2

The fluxes of the components H 4 and SO; - that result
from the inflow process are given by Eqns. (9) and (10) in
Table I d, where v is the flow velocity [dm s - 1 and c is the
concentration of sulfuric acid in the inflow [mol dm -3 ]. Note
that the hydrogen ion flux is twice as large as the sulfate flux,
on account of the stoichiometry of sulfuric acid.
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INFLOW
(dilute 

4
H2 SO4)

Components in solution:

H'

...X0H;	 SO42-

Al
3+
	 DISSOLUTION

AI(OH) 3 (s)

4
OUTFLOW

INFLOW:

SO4H2SO4 -•• 2H' +	 4
DISSOLUTION

AI(OH) 3 (s)	 —3H* + A13. + 3H20

FIG. 1. A simple box model of a compartment of soil and soil

	

water. The chemical components are Er,	 Al3+, H 2 O and the
surface hydroxyl group. XOHI. The processes resulting in fluxes of
these components into and out of the box are inflow, dissolution,
and outflow. The rates of all processes are expressed relative to the
surface area of the compartment: thus the depth of the compartment
is implicit in the rates, but does not appear explicitly in the model.

The stoichiometry of the dissolution reaction is

	

Al(OH)3(s) = A1 3 " + 3H 20 — 3H +	(1)

and an empirical rate law is ( STUMM et al., 1985)

	

R = k [WV	 (2)

where R is the area-specific rate [mol dm -2 s-I ] and k is the
reaction rate constant when [IV] is expressed in mol dm-3.
For this example it is assumed that the solution remains un-
dersaturated and that the back reaction can be neglected. A
more complex rate law could be substituted readily.

The fluxes of the components W and Al 3+ corresponding
to the stoichiometry and rate law given above are represented
by Eqns. (11) and (12) in Table Id. The flux of H 2 O in the
dissolution reaction is not taken into account because it is
insignificant compared with the total amount of H2O in the
system.

Since the soil solution is assumed to be well mixed, the
outflow solution must have the same composition and spe-
ciation as the solution in the system. Therefore, the flux of
a component in the outflow is simply the product of the total
concentration of the component in solution and the flow
velocity, v (Table le, Eqns. 13-15).

Mole balance. For each component there is exactly one
mole-balance (mass-balance) equation. For the immobile
component, the mole-balance equation is of the conventional
form (Table 1f); the symbol Txo li : represents the total con-
centration of immobile exchange sites (mol dm -3 ). For the
mobile components, the steady-state mole-balance equations
take the form of flux-balance equations (Table 1g) that express
the condition that the net flux through the system at steady
state is zero, that is, influx is equal to efflux.

It might be noted that the flux-balance equations in Table

1 g are formulated without an explicit electroneutrality equa-
tion. This equation could be formulated through a linear
combination of Eqns. (17-19) in Table I: Eqn. (17) minus
two times Eqn. (18) plus three times Eqn. (19). Thus the
information on electroneutrality is included in Eqns. (17-
19), but it is unnecessary (and less convenient) to express it
explicitly.

The whole problem is thus defined by 19 equations with
19 unknowns (12 concentrations of species and 7 fluxes).

Solution of the problem

The chemical equilibrium/steady-state problem is solved
iteratively as follows: (i) An initial estimate of the free con-
centrations of the components at steady state is made; (ii)
From this initial estimate, the corresponding concentrations
of all of the species are computed from the mass-action equa-
tions (Table 1, Eqns. 1-8); (iii) From the concentrations of
the species, the fluxes are calculated using Eqns. (9-15) in
Table 1; (iv) The concentrations of the species and the fluxes
are then substituted into the mole-balance equations (Table
1. Eqns. 16-19). The sums of the terms on the left-hand side
of the mole-balance equations are referred to as the difference
functions for the components; (v) If all of the difference func-
tions are equal to zero, the mole balance equations are sat-
isfied, and the problem is considered to be solved; (vi) If
some of the difference functions are not equal to zero, the
value of the difference functions, and their derivatives with
respect to the free concentrations of the components. are
used to calculate improved values for the free concentration
of components with the Newton-Raphson method. The pro-
cess is repeated with the improved values until the mole-
balance equations are satisfied. A general mathematical de-
scription of this procedure is given in Appendix I.

Sensitivity analysis

After the problem is solved for the composition/speciation
at steady state, the sensitivity analysis is performed. The sen-
sitivity analysis is an important aspect of any model since it
identifies which parameters must be most carefully measured
or estimated.

The mathematical description of the sensitivity analysis is
given in Appendix 2. From inspection of the equations in
Table 1, it can be seen that the only independent variables
in these equations are the parameters v, c k, and the total
concentration of immobile exchange sites, Tx01-1 2+ • (Formally
the elements of the A, K, W, N, and S matrices, defined in
the appendix, Table A1, are independent variables as well.
but they are not considered in this analysis.) Thus the steady-
state value of any property of the system (e.g., concentrations
of species or fluxes) is ultimately determined only by the
values of these independent variables.

There are several ways to express the sensitivity of the sys-
tem to changes in these parameters. One of the most con-
venient is the normalized sensitivity coefficient, Q(i, in), which
we define by

= a In P,,,
a In C,

( 3 )
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where C(i) is the concentration of species i, P(m) is the value
of parameter m, and the partial derivative is taken subject to
the mole-balance and flux-balance constraints. The sensitivity
coefficients are not global; they are partial derivatives, valid
for the set of parameter values at which they were calculated.

This normalized sensitivity coefficient can be interpreted
for practical purposes in the following way: a one percent
change in the parameter m will cause a Q(i, m) percent change
in the concentration of species i. This interpretation is based
on a finite-difference approximation to the derivatives in Eqn.
(3):

In this example the sensitivity is calculated only for the
three parameters related to the slow processes: the flow ve-
locity, v, the concentration of the sulfuric acid in the inflow,
c, and the rate constant for the dissolution of gibbsite, k. The
sensitivities with respect to other parameters such as the sta-
bility constants could be obtained in a similar manner.

Table 2. Numerical example.

a. Stability constants (298 K) and parameter values

- 10 -16 °
K, - 10-5.6

K2 - 10-100
K3 - 10-15
K, - 10-23 3
K, - 10 , 2
K, - 10'5.5
K, - 10,5

- 3.17 x	 dm s-1
c - 5.00 x 10 -5	mol dm,

k - 1.40 x 10 -10	 (•)

- 1.00 x 10' 6 mol dm-3

b. Speciation

Species C(i)°	 (moi/L) log C(i)

H' 7.21	 x	 10-5 -4.14
OH- 1.39	 x	 10'57 -9.86
S0, 2- 4.94 x	 10'5 -4.31
Al'' 7.90	 x	 10'6 -5.10
A10H 2 ' 1.10 x	 10'6 -5.96
Al(OH) 2 ' 1.21 x 10' -6.92
A1(OH) 3 2.10 x -8.68
Al(OH), - 2.92	 x	 10-12 -11.54
AISO,' 6.18	 x -6.21
X0H 2 ' 3.90	 x	 10"5 -4.41
XOH 1.71	 x	 10-6 -7.77
XSO,' 6.10 x	 10-5 -4.22

c.	 Composition

Component X(j)'	 (mol/L) log X(j) T(j)6	 (mol/L)

XOH2 ' 3.90	 x	 10' 5 -4.41 1.00 x	 10-6

H' 7.21	 x	 10- 5 -4.14 7.08	 x	 10-5
S0, 2- 4.94 x	 10' 5 -4.31 5.00	 x	 10-5
Al'* 7.90 x	 10' 6 -5.10 9.74	 x	 10-6

d. Normalized Sensitivity Coefficients • 81n C, / 81n P,

Species	 i v
Parameter m

c k

H' 0.329 1.180 -0.329
OH' .0.329 -1.180 0.329
S0,2- 0.010 0.993 -0.010

Al," -0.824 0.572 0.824
A10112' -1.153 -0.608 1.153
A1(OH)2' -1.482 -1.788 1.482
Al(OH)3 -1.811 -2.968 1.811
Al(OH),- -2.140 -4.147 2.140
AlSO4* -0.814 1.565 0.814
X0H2* -0.006 -0.605 0.006
XOH 0.335 -1.785 0.335
XSO,' 0.004 0.388 -0.004

Units defined with description of Equation 2 in text.
1, Concentration of species i.
Free concentration of component j.
Total (analytical) concentration of component j.
Normalized sensitivity coefficient defined in Equation 4.

RESULTS

A numerical example illustrating the steady-state soil acid-
ification model is shown in Table 2. The values of the in-
dependent parameters, which determine the state of the sys-
tem, are given in Table 2a. The composition and speciation
of the system at steady state are given in Tables 2b and 2c,
and the normalized sensitivity coefficients in Table 2d.

The stability constants and parameter values are given in
Table 2a. The flow velocity v is equivalent to a net precipi-
tation rate of 1000 mm per year, and the concentration of
50 Arnol/L sulfuric acid in the inflow corresponds to pH = 4.0.
The reaction constant k is calculated for approximately 2 m2
of gibbsite surface per dm2 of watershed surface area. The
total concentration of the immobile component, Tx0H:, is
100 micromoles per liter of soil solution.

The concentrations of all of the species and the total con-
centrations of all of the components are shown in Tables 2b
and 2c. At steady state, the log concentration of 11 + in the
soil solution is -4.14, down from the value of -4.00 in the
inflow due to the weathering reaction. The predominant alu-
minum species in solution at this pH value is Al 3+ . The total
concentration of S0,24- in the soil solution is equal to that in
the inflow, even though much sulfate is present in the ad-
sorbed form (XSO4- ). The adsorption sites are occupied by
sulfate and Fr; virtually no sites are free.

The fluxes of the mobile components Fl + , SO4 - and Al3+
are shown in Fig. 2. About 30% of the H + in the inflow is
consumed in the dissolution process. The corresponding flux
of aluminum into solution is one third of the W flux, in
keeping with the stoichiometry of the dissolution reaction
(Eqn. 1). At steady state the flux of sulfate in the outflow
equals that in the inflow. This condition arises because no
other slow processes add or remove sulfate.

The sensitivities of the steady-state concentrations to the
values of the parameters v, c and k are illustrated graphically
in Fig. 3 and numerically in Table 2d. In the figure, the steady-
state concentrations of H + , Al3+ , and surface species are shown
as functions of the parameters k, v, and c. For each line in
the figure, one of the parameters was multiplied by the factor
f to vary it about the reference value (Table 2a), while the
other two parameters were maintained at their reference
values.

Figure 3a shows that the steady-state hydrogen ion con-
centration is most sensitive to the concentration of sulfuric
acid in the inflow, c. The sensitivity of the hydrogen ion con-
centration is positive with respect to the flow velocity, v. (due
to a decrease in neutralization by the dissolution reaction as
the residence time is reduced) and negative with respect to
the reaction constant, k, of the gibbsite dissolution process.

For the parameters v and k, the signs of the sensitivity
coefficients for Al 3+ are opposite to those for H .' (Fig. 3b).
This condition results from the stoichiometry of the disso-
lution reaction.

The concentrations of the immobile species depend pri-
marily on the inflow concentration of H 2SO4 (Fig. 3c). For
example, an increase in the concentration of sulfuric acid
results in an increase in the total amount of adsorbed sulfate.
The concentration of the uncharged species XOH is negli-
gible; in effect, XOH -24- and XSO,i- share the available sites at
the mineral surface.

5



Table 2 Numerical example.

Stability constants (298 K) and paramet	 values

1.00	 10-• M01 OM-3

K.- 10'8
K, - 10-.8
K 2 - 10'1°0

- 10' 1. '
K, - 10- 2 ' 5
Ky - 10 , 2
K6 - 10'
K, - 10".

v - 3.17 x 10''	 s'1
c - 5.00 x 10' 5 	of
k - 1.40 x 10' 1 (•)

log C(i)

Speciation

Species	 C(i)b (m 1/L)

1.180
OH'	 -0.32	 .
H'	 0.3 9

S0, 2 '	 0.010	 0.993
Al.'
Al0H2"	

-0.824	 0.572

Al(OH)2'	
-1.153	 -0.608

A1(OH),	
-1.482	 -1.788

-1.811 	 -2.968
Al(OH),' -2.140

-0.814
-0.006

\-\:.147
AlSO,"

- .785
0.605

XOH	 0.335

1.565
X0H2" 

XSOc	 0.004	 0.388

Units defined with description of Equation 2 in text
b Concentration of species i.
Free concentration of component j.

d Total (analytical)	 concentration of component
Normalized sensitivity coefficient defined in

-0.329
0.329
-0.010
0.824
1.153
1.482
1.811
2.140
0.814
0.006
0.335
-0.004

Equation 4.
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where C(i) is the concentration of species i, P(m) is the value
of parameter m, and the partial derivative is taken subject to
the mole-balance and flux-balance constraints. The sensitivity
coefficients are not global; they are partial derivatives, valid
for the set of parameter values at which they were calculated.

This normalized sensitivity coefficient can be interpreted
for practical purposes in the following way: a one percent
change in the parameter)n will cause a Q(i, m) percent change
in the concentration of species i. This interpretation is based
on a finite-difference approximahvn to the derivatives in Eqn.
(3):

a In P,,,	 C,	 C, •

In this example the sensitivity is calculated nly for th
three parameters related to the slow processes: the ow
locity, v, the concentration of the sulfuric acid in the
c, and the rate constant for the dissolution of gibbsite,
sensitivities with respect to other parameters such as e sta-
bility constants could be obtained in a similar ma er.

H'	 7.21	 10'5
	

-4.14
OH'	 1.39	 x	 10'10	 -9.86
S0, 2 '	 4.94	 x	 10'5
	

-4.31
7.90/x	 10'6
	

-5.10

= 24	

1.10 X 10-6

1.2	 x	 10''
	 -5.96

-6.92
Al(OH)3
Al(OH),'	

2.1	 x	 10'9
	

-8.68
2.9	 x	 10'12
	

-11.54
AlSO,'	 6. 8	 x	 10-'
	

-6.21
X0H 2 "	 3. 0 x	 10'5
	

-4.41
XOH
	

1. 1	 x	 10-8
	

-7.77
XSO,	 6. 0	 x	 10'5
	

-4.22

c. Composition

Component	 X(j)c ( ol/L)	 log X(j)	 T(j)d (mol/L)

XOH 2 '	 3.90	 10"5
	

-4.41
	

1.00 x 10''
H'	 7.21	 10'5
	

-4.14
	

7.08 x 10'5
S0, 2 -	 4.94	 10'5
	

-4.31
	

5.00 x 10'5
Al l 	7.90	 10'.	 -5.10

	
9.74 x 10'6

d. Normalized Sensitivi	 Coefficients . aln C, / aln P.
Parameter m

Species i
	

k

RESULTS

A numerical ex	 ple illustrating the steady-state soil acid-
ification mode s shown in Table 2. The values of the in-
dependent p ameters, which determine the state of the sys-
tem. are g 'en in Table 2a. The composition and speciation
of the s Stem at steady state are given in Tables 2b and 2c.
and t normalized sensitivity coefficients in Table 2d.

stability constants and parameter values are given in
Ta e 2a. The flow velocity v is equivalent to a net precipi-

ion rate of 1000 mm per year, and the concentration of
0 Amol/L sulfuric acid in the inflow corresponds to pH = 4.0_

The reaction constant k is calculated for approximately 2 m-
of gibbsite surface per dm: of watershed surface area. Thc
total concentration of the immobile component, Txot-q,
100 micromoles per liter of soil solution.

The concentrations of all of the species and the total con
centrations of all of the components are shown in Tables 21
and 2c. At steady state, the log concentration of H + in th
soil solution is -4.14, down from the value of -4.00 in th
inflow due to the weathering reaction. The predominant alu

num species in solution at this pH value is A1 3 '. The tots
con ntration of SO - in the soil solution is equal to that ii
the in' w, even though much sulfate is present in the ac
sorbed •	 (XSO,T). The adsorption sites are occupied b
sulfate and	 +; virtually no sites are free.

The fluxes • the mobile components H + , SO;- and Al
are shown in Fi 2. About 30% of the H + in the inflow
consumed in the di	 elution process. The corresponding fli
of aluminum into sol on is one third of the 1-1" flux,
keeping with the stoichio etry of the dissolution reacti(
(Eqn. 1). At steady state the ux of sulfate in the outflc
equals that in the inflow. This	 dition arises because
other slow processes add or remove ulfate.

The sensitivities of the steady-state•ncentrations to t!
values of the parameters v, c and k are ill trated graphica.
in Fig. 3 and numerically in Table 2d. In the figure, the steac
state concentrations of H + , A1 3+ , and surface s	 ies are sho
as functions of the parameters k, v, and c. Fo each line
the figure, one of the parameters was multiplied b , the fac.
f to vary it about the reference value (Table 2a), hile
other two parameters were maintained at their re ere;
values.

Figure 3a shows that the steady-state hydrogen ion cc
centration is most sensitive to the concentration of sulft.
acid in the inflow, c. The sensitivity of the hydrogen ion e
centration is positive with respect to the flow velocity, v, (
to a decrease in neutralization by the dissolution reactio•
the residence time is reduced) and negative with respec
the reaction constant, k, of the gibbsite dissolution proc.

For the parameters v and k, the signs of the sensiti
coefficients for A1 3 " are opposite to those for H + (Fig.
This condition results from the stoichiometry of the di
lution reaction.

The concentrations of the immobile species depend
manly on the inflow concentration of H 2 SO4 (Fig. 3c).
example, an increase in the concentration of sulfuric
results in an increase in the total amount of adsorbed sui
The concentration of the uncharged species XOH is r
gible: in effect, XOH and XS0.i share the available sii
the mineral surface.

I n C,	 43C, P„,	 P„,
= (4)
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While graphs such as those presented in Fig. 3 show in a
detailed way the sensitivity of the concentration of species
to particular parameters, an overview of the sensitivity of the
system at any point in parameter space can be obtained
quickly from the normalized sensitivity coefficients, defined
by Eqn. (3). For the parameter values given in Table 2a, the
normalized sensitivity coefficients are presented in Table 2d.
These coefficients are related to the slopes of the lines pre-
sented in Fig. 3, at the reference points. From this table it is
seen that most sensitivities are of approximately the same
order of magnitude for this very simple example. However,
as noted above, I-1 + is most sensitive to the parameter c, while
Al 3+ is most sensitive to v and k.

DISCUSSION

The value of a matrix-oriented, steady-state approach lies
in its speed and flexibility. It is systematic and general. and
the matrix implementation allows the algorithm to be coded
compactly and to run quickly on even small computers. Very
large problems can be handled almost as easily as the simple
one presented here. For ecological (environmental) problems,
the need to deal with large sets of species, processes, and
components is critical. Soil solution speciation, for example,
is controlled by complex interactions involving chemical
equilibrium reactions. microbial and plant processes. and ki-
netically controlled chemical and physical processes such as
weathering and degassing. Most modeling attempts to date
have focused on only a subset of these processes (e.g.,
SCHNOOR et a!., 1984; COSBY et al., 1986) and thus provide
limited insight into how the overall system functions. The
ILWAS model ( GOLDSTEIN et a!., 1984; DAVIS et a!., 1987)

does attempt to consider all relevant processes, but the non-
matrix oriented approach resulted in a large, complex Fortran
program that has proven very difficult to use or to modify.
Moreover, the product is the computer code: abstracting the
chemical/mathematical model from that code is difficult.

The steady-state approach has a major limitation, of course.
in that real systems never reach steady-state, thus comparison
of model predictions with observed behavior is, strictly
speaking, impossible. Nonetheless, with some thoughtful at-

FLUXES OF MOBILE COMPONENTS

INFLOW 1000

OUTFLOW 708
INFLOW 500

2
S0

-
4

OUTFLOW 500

DISSOLUTION
97.3

OUTFLOW 97.3
FIG. 2. The fluxes of the components through the system at steady

state. as defined by Table 1. Eqns. (1-19) and the numerical values
in Table 2a. The units are mol	 yr-I (I hectare (ha) = 104 m2).

25	 50
[1-12 SO4] in inflow (1.1M)

FIG. 3. Sensitivity of the steady-state solution to changes in values
of the parameters controlling the system. The lines in panels 3A and
3B show the steady-state concentrations of Fl + and Al 3+ , respectively,
as the designated parameter P is varied about its standard value by
the factorf(i.e., P' = JP), while the other two parameters are held at
their standard values. The standard (I= 1) values of the parameters
are those in Table 2a: inflow velocity, v = 1 m yr-I ; concentration
of sulfuric acid in the inflowing water, c = 50 A mol dm -3 ; and dis-
solution rate constant. k = 1.4 . 10' (with units as defined by Eqn.
2). In panel 3C the steady-state concentrations of the surface species
are shown as a function of the concentration of sulfuric acid in the
inflow.

tention to the reasons why the real system is not at steady
state, comparison of observed and predicted speciation is
practical. The steady-state solution also provides a well-de-
fined reference state against which transient behavior can be
judged. Moreover, sensitivity analysis based on the steady-
state model can (i) indicate the direction of change in the
state of the system induced by short- and long-term variations,
such as daily or yearly temperature variations, and (ii) guide
research by helping to set priorities and design experiments.

The greatest value of the approach is simply that it can
help us come to grips with the behavior of complex systems.
In a sequel to this paper, we explore the utility of this approach
in studying the effects of the biota and mineralogy on soil
solution speciation and soil acidification.

DISSOLUTION
292
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Table Al Matrix representation of problem.

a	 A matrix and K vector. Stoichiometry and stability constants
for the equilibrium reactions

Species XOH,'

A Matrix
Components

H'	 S0,2-

K Vector.

1	 H . 0 0	 0 1

2	 OH - 0 -1	 0	 0
3	 SO, z 0 0	 0 1
4 0 0	 0	 1 1
5	 AlOW' 0 -1	 0	 1 K,
6	 Al(OH),' 0 .2	 0	 1 K,
7	 Al(ON), 0 -3	 0	 1 K,
8	 Al(OH)," 0 .4	 0	 1 K,
9	 A1SO 4 . 0 0	 1 K,
10	 XOH,' 1 0	 0	 0 1
11	 XOH 1 -1	 0	 0 K6
12	 XSO,- 0 K,

T vector • ,
component.

T(j) is the total concentration of an immobile

T„.„ 2 •	 total concentration of X0H2'

P vector • , P(m) is a parameter used in the rate expressions
for slow processes.

Parameter m	 Description

flow velocity
concentration of H,S0, in the inflow

k
	

rate constant for dissolution reaction

V Matrix: w(l,m) is the exponent of parameter m in the rate
expression for process 1.

Parameter m
Process 1

inflow
	

1	 1	 0
dissolution
	

0	 0	 1

N matrix: n(l,i) is the exponent of species i in the rate
expression for process 1. The species can be identified
through the species identification numbers in Table Ala.

Species i
Process 1	 1 2 3 4 5 6 7 8 9 10 11 12

inflow	 0 0 0 0 0 0 0 0 0 0 0 0
dissolution	 0.4 0 0 0 0 0 0 0 0 0 0 0

f	 S matrix: s(l,j) is the stoichiometric coefficient of
component j in process 1.

Component j
Process 1	 XOH2'
	 H'	 SO„,-	 A1.3"

APPENDIX 1 inflow	 0	 2
dissolution	 0	 -3

1	 0
0	 1

Formulation of the General Case

The equations in Table 1 define completely a simple system at
steady state. It is convenient to express these equations in a more
general form to facilitate solution of the problem and to allow virtually
any problem to be expressed in the same general format. with few
constraints on the choice of components, species, and expressions
for fluxes and reaction rates.

The objectives of this appendix are to illustrate how a specific
problem (Table 1) is represented in general notation (Table A 1) and
to provide a formal algebraic definition of the problem that was pre-
sented descriptively in the text.

Mass action equations. The mass action equation for any reaction
at equilibrium can be written in a general algebraic form as:

C(i) = K(i) fl X(j)° •)	 (Al)

where C(i) is the concentration of species i [mol dm -3], K(i) is
the conditional stability constant of species i, X( j) is the free con-
centration of the component j, a(i, j) is the stoichiometric coefficient
of component j in species i, and the product is taken over all
components j.

For the reactions in the example, the stoichiometric coefficients
a(i, j) are shown in matrix format in Table Al.a. For each component

• Numerical values are given in Table 2a.

there is a column and for each species a row. The correspondence
between the exponents in Table lc and the matrix in Table Al.a can
be seen. The mass action equations for the species composed of only
one component are trivial, but their inclusion makes it possible to
write all of the equations for the chemical equilibrium in a general
and comprehensive form.

Rates of slow processes and fluxes. The rate of any slow process
is expressed as:

R(I) = f P(m)".'")fl C(I)"(1.' )	 (A2)

where R(1) is the rate of process I [mol dm -2 	 P(m) is the value
of parameter m, w(1, m) is the exponent of parameter m in process

and n(I, i) is the exponent of the concentration of species i in the
rate of process I. The products are taken over all parameters m and
all species i. Thus the rate of any of the slow processes is formulated
as a power function of the parameters P and the concentrations of
species C.
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The flux of a component due to a process is the rate of the process
multiplied by the stoichiometric coefficient of the component in the
process:

J(1, j) = R(1)s(1, j)	 (A3)

where J(1, j) is the flux of component j in process 1 [mol dm-2
and s(!, j) is the stoichiometric coefficient of component j in
process 1.

Equation (A3) is valid for fluxes due to all slow processes. In the
practical formulation of a problem, it is convenient to separate fluxes
due to outflow from fluxes due to all other slow processes. For pro-
cesses other than outflow, the flux is expressed by an equation similar
in form to (A2) and (A3):

AP, J ) = s(P, j) fl P(m)" (1" )	)	 (A3.a)
lf I

where 1° represents any process other than outflow.
In this example. the only two slow processes other than outflow

are inflow and dissolution. The equations for the flux of the com-
ponents due to these processes are given in Table Id. These equations
can be expressed in the form of Eqn. (A3.a) using the matrices of
coefficients given in Table Al.c—f. The parameters in the flux equation
are the flow velocity, v, the concentration of sulfuric acid in the inflow,
c, and the rate constant of dissolution, k. These parameters are rep-
resented as the P vector in Table Al.c. The exponents of the param-
eters are shown as the W matrix in Table AI.d, and the exponents
of the concentrations are shown as the N matrix in Table A I.e. The
stoichiometric coefficients s(/°, j) of the components in the flux
equation are shown in Table Al.f. The correspondence between the
matrices in Table Al.c—f, Eqn. (A3.a), and the explicit equations of
Table Id in the text can easily be verified.

The flux due to outflow, for any mobile component j', is:

J(out. j') = — v	 a(i', j')C(i')	 (A3.b)

where v is the outflow velocity [dm s -I ] and the summation is taken
over all mobile species i'. The correspondence between Eqn. (A3.b)
and the equations in Table le of the example can be seen.

Flux balance and mole balance. The flux-balance and mole-balance
equations are formulated as difference functions. which must equal
zero when these conservation conditions are satisfied.

For the immobile components. the simple mole-balance equation
is

	

Y(j") = f, a(i", j")C(i") — T( j") = 0
	

(A4)

where Y(j") is the difference function for any immobile component
I", PP is the total concentration of the component. and the sum-
mation is taken over all immobile species i". Equation (A4) corre-
sponds to the equation in Table I f for the example.

For any mobile component. the sum of all fluxes must be zero at
steady state:

Y(j') =	 f) = 0
	

(A5)

where Y( j') is the difference function for any mobile component j',
and the summation is taken over all processes I. The correspondence
between Eqn. (A5) and the equations in Table I g is easily verified.

Summary. The example defined in Table 1 has been re-expressed
in terms of the A, K, T, P, W, N, and S matrices in Table Al. These
matrices along with Equations A l —A5 define the steady-state soil
chemistry model in a completely general way.

APPENDIX 2
Sensitivity analysis

To determine sensitivity coefficients, it is necessary first to distin-
guish between the dependent and independent variables in Eqns.
(A I —A5). The difference function for any mobile component j' is an
explicit function of the concentrations of all mobile components,
X(k'). and all parameters, P(m):

Y) • =	 XA '(Pm), Pm).	 (A6)

The concentrations of the mobile components X(k') are implicit
functions of the parameters P(m). (A complete definition of Y(j')
in Eqn. (A6) would include the coefficients A, K, W, N, and S as
independent variables.) It is noteworthy that the difference function
for a mobile component is independent of the concentrations of the
immobile components. Thus the steady-state solution for mobile
components is independent of the presence of immobile species.

For any immobile component j", the difference function is an ex-
plicit function of the concentrations of the immobile components,
X(k"), and the mobile components, X(k'):

Yj- = YAXA -(Pm), XA '(Pm)).	 (A7)

The concentrations of the immobile components X(k") and the mo-
bile components X(k') are implicit functions of the parameters P(m).
(Again a complete definition of Y(j") in Eqn. (A7) would include
the coefficients A, K, T, W, N, and S as independent variables.) Note
that the difference function for immobile components does not de-
pend explicitly on the parameters P(m); the dependence is implicit,
through the concentrations of the components.

Sensitivity coefficients fin- the components. The goal is to find the
partial derivatives 3x(j)13P(m), subject to the constraints of flux and
mole balance. As can be seen in Eqns. (A6) and (A7), both of the
difference functions depend ultimately on the parameters P(m). If
the value of a parameter is changed infinitesimally, the system will
readjust itself and reach a new steady state, such that the flux-balance
equations (Eqn. A6) and the mole-balance equations (Eqn. A7) are
satisfied. Therefore, the partial derivatives of all difference functions
Y(j) with respect to all parameters P(m) must be equal to zero.
These partial derivatives provide the basis for calculating the sensitivity
coefficients.

The partial derivative of the function in Eqn. (A6), with respect
to a parameter P(m), is found by application of the chain rule to
(A6):

arm aY(1) ax(ki ) aY(I)
=	 + - - 0.aP(m) A , ax(v) aP(m) aP(m)

For a set of n' mobile components, there are j' = 1, • • • n' equations
of the form of Eqn. (A8), and k' = I, • • • n' unknown derivatives
aX(101aP(m). The other partial derivatives in the equation, aY(I)I
aX(k') and aY(1)18P(m), are found explicitly by taking the derivatives
of the function Y(j') (Eqn. A6). Then the set of n' equations in n'
unknowns can be solved for the derivatives that are sought, aX(k')I
aP(m). The entire procedure is repeated for each parameter P(m).

For an immobile component. the partial derivative of the function
in Eqns. (A7), with respect to the parameter P(m), is found by ap-
plication of the chain rule to (A7):

Yarj")	 a 0") ax(k")	 alto") ax(k')
- 2,+	 - 0.	 (A9)

OP(m)	 ax(k") aP(m)	 A , ax(v) aP(m)

There are n" equations of this form in the n" unknown partial deriv-
atives OX(k")13P(m). In these equations the partial derivatives aY(j")I
ax(k") and a Y(r)laX(k') are found explicitly by taking the derivatives
of Eqn. (A7), and the partial derivatives aX(1013P(m) are found
from the solution to Eqn. (A8). Then the n" x n-equations can be
solved for the unknown partial derivatives aX(k")jaP(m). The entire
procedure must be repeated for each parameter P(m).

Sensitivity coefficients for the species. The sensitivity coefficients
of any species can be found through application of the chain rule to
Eqn. (A l ), in which the concentration of a species is defined as an
explicit function of the concentration of the components:

aP(m)	 ax(k) OP(m)

	

ac(i) _ 7 ac(i) ax(k) 	
(A 10)

where the summation is taken over all components k, and the partial
derivatives ax(k)/ap(m), subject to the mole- and flux-balance con-
ditions, are determined from the solution of Eqns. (A8) and (A9).
The value of aC(i)laP(m) found from Eqn. (A 10) is used to calculate
the normalized sensitivity coefficients as defined by Eqn. (4) in the
text.

(A8)
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