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Abstract The relative roles of dynamic hydrologic forcing and geomorphology as controls on the timescales
and magnitudes of stream-aquifer exchange and hyporheic flow paths are unknown but required for
management of stream corridors. We developed a comprehensive framework relating diel hydrologic
fluctuations to hyporheic exchange in the absence of geomorphic complexity. We simulated groundwater
flow through an aquifer bounded by a straight stream and hillslope and under time-varying boundary
conditions. We found that diel fluctuations can produce hyporheic flow path lengths and residence times
that span orders of magnitude. With these results, hyporheic flow path residence times and lengths can

be predicted from the timing and magnitude of diel fluctuations and valley slope. Finally, we demonstrated
that dynamic hydrologic boundary conditions can produce spatial and temporal scales of hyporheic flow
paths equivalent to those driven by many well-studied geomorphic features, indicating that these controls
must be considered together in future efforts of upscaling to stream networks.

1. Introduction

Downstream transport of water, energy, sediment, and solutes through the stream corridor is widely concep-
tualized as the integration of lateral and vertical exchange between different source waters [Harvey and
Gooseff, 2015]—such as hillslope drainage, stream water that infiltrates the riparian aquifer and returns in
hyporheic flow paths, and groundwater [e.g., Hill et al., 2000; Jencso et al., 2010; Lowry et al., 2010]. The magni-
tudes, timescales, locations, and timing of exchange along the stream-hyporheic-aquifer-hillslope continuum
control beneficial biogeochemical and ecological processes [e.g., Lautz and Fanelli, 2008; Vidon and Hill,
2004]. However, defining and quantifying hydrologic connectivity along this continuum remains difficult due
to interactions between geomorphic setting (e.g., streambed form and planform morphology) and dynamic
hydrologic forcing (e.g., changes in stream discharge) [e.g., Ward et al., 2012]. While some have begun to inves-
tigate the influence of these interactions on exchange [e.g., Boano et al., 2013], most studies of geomorphic
features (e.g., bed forms, meanders, and pool-riffle sequences) as controls on vertical and lateral exchange have
been limited to steady stream discharge conditions. Considerable progress has been made in understanding
streambed form [e.g., Cardenas and Wilson, 2007] and planform geomorphic controls on hyporheic exchange
[e.g., Cardenas, 2009; Gomez et al., 2012; Stonedahl et al., 2013]. This understanding has enabled hyporheic
exchange processes driven by geomorphic features to be scaled up to basins [Gomez-Velez and Harvey, 2014;
Gomez-Velez et al., 2015; Kiel and Cardenas, 2014]. Yet the effect of dynamic hydrologic forcing to amplify or
dampen the influence of geomorphic controls remains unaccounted for in these studies. Furthermore, the
possible ranges of exchange induced by dynamic hydrologic forcing alone are unknown. Consequently, the
relative roles of dynamic hydrologic forcing and geomorphic controls in regulating stream-aquifer exchange
are uncertain, limiting the ability to predict solute and energy transport across temporal and spatial scales.

The interaction of geomorphic and hydrologic controls can influence stream-aquifer exchange differently at a
variety of temporal and spatial scales. As a first step toward representing dynamic hydrologic forcing at the sea-
sonal scale, several studies have explored exchange alterations at different base flow conditions [Payn et al.,
2009; Voltz et al., 2013; Ward et al., 2012]. Interactions between seasonal hydrologic changes and catchment-
scale geomorphic setting (e.g., topography and topology) control the spatial distribution and timing of
stream-hillslope connectivity across a watershed [Godsey and Kirchner, 2014; Jencso et al.,, 2009, 2010; Larned
et al., 2015; McGuire and McDonnell, 2010; Wroblicky et al., 1998]. Shifts in timing and magnitudes of exchange
are also controlled by interactions at smaller temporal and spatial scales. For example, while groundwater
inflow can reduce the extent of bed form-induced exchange [Boano et al., 2008; Cardenas and Wilson, 2006],
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arise in stream discharge due to a storm event can overwhelm groundwater inflow and increase the extent of
exchange [Dudley-Southern and Binley, 2015; Sawyer et al., 2014a]. Increased stream discharge can also mute
the influence of bed forms [Boano et al., 2007]. However, the interaction of dynamic hydrologic forcing and
geomorphic controls associated with exchange is more likely to depend on the timing between the stream
stage and aquifer water table fluctuations, potentially causing oscillating exchange patterns [McCallum and
Shanafield, 2016; Ward et al.,, 2013; Zimmer and Lautz, 2014]. Similarly, diel fluctuations of stream stage
can cause stream-aquifer exchange reversals. Such exchange reversals occur under a variety of hydrologic
controls including snowmelt periods [e.g., Loheide and Lundquist, 2009], tidal cycles in estuaries [e.g., Sawyer
et al., 2013], dam operations [e.g., Francis et al., 2010; Gerecht et al., 2011; Sawyer et al., 2009], and evapotran-
spiration [e.g., Czikowsky and Fitzjarrald, 2004; Lundquist and Cayan, 2002]. In all cases, a temporal lag occurs
between stream stage and aquifer water table response. In particular, evapotranspiration is widely distribu-
ted across a watershed and expected to produce a distribution of lag times and magnitudes between the
hillslope and stream [Wondzell et al., 2007, 2010]. Although empirical evidence of hydrologic and geomorphic
controls exists, a comprehensive understanding of how dynamic timing between the stream and hillslope
responses control exchange is necessary to prevent inconsistent predictions for similar types of hydrologic
forcing or interactions with geomorphology.

In this study, we address the following question: how does the timing and magnitude of dynamic hydraulic
gradients between the stream and hillslope, driven by diel hydrologic fluctuations, control stream-aquifer
interactions? Our goal is to determine the influence of these fluctuations on hyporheic exchange flux,
flow path geometry, and residence time independent of geomorphic controls. We present the results from
a series of numerical simulations of groundwater flow through a straight, planar aquifer with homogeneous
valley morphology under time-varying hillslope and stream boundary conditions. These results provide a
framework for predicting the general responses of hyporheic flux, residence time, and extent, given the
timing and magnitude of diel fluctuations. Finally, we compare the spatial and temporal scales of flow
paths driven by dynamic hydrologic boundary conditions to those reported for a range of well-studied
geomorphic features.

2. Methods

We constructed a two-dimensional, vertically integrated finite element model of groundwater flow through
an idealized riparian aquifer bounded by the stream and hillslope (Figure 1a). The timing and magnitude
of diel hillslope water table relative to the stream stage and the cross- and down-valley slopes were varied
to produce a wide range of hydraulic gradients. To isolate the influence of diel hydrologic fluctuations, we
considered a straight, plane-bed stream where no exchange is driven by geomorphology.

Unsteady, two-dimensional, homogeneous, horizontal, incompressible groundwater flow through the
nondeformable aquifer was simulated using the Boussinesq equation,

0 (, oh 0 (, oh Soh
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where h(xy,t) is the hydraulic head (m), x is the streamwise (down-valley) direction (m), y is the cross-valley
direction (m), S is the specific yield (approximated by porosity), K is the isotropic hydraulic conductivity

(ms™"), and t is time (s). COMSOL Multiphysics was used to develop a finite element solution to equation (1)
[Li et al., 2009]. Specific discharge was estimated using Darcy’s law,
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where g, and g, are the specific discharges (i.e., Darcy fluxes) in the x and y directions (m s~ "), respectively. The
stream-aquifer boundary is sinusoidal, expressed as (Figure 1b)

h(x,0,t) = Astsin<2—ﬂt) + Yo + S (X — x), (3)
[2)

where o is the period (in this case of diel fluctuations, 24 h), A, is the amplitude of the stream hydraulic
head fluctuation (m), Y is the stream mean hydraulic head (m), S, is the down-valley slope, and X is the total
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Figure 1. (a) Conceptual illustration of the model setup of groundwater flow through a vertically integrated riparian aquifer
bounded by the stream and hillslope. The stage at the stream-aquifer boundary and water table at the hillslope-aquifer
boundary were idealized sinusoidal diel fluctuations, producing a hydraulic gradient (see Figure S1 for examples). (b) The
finite element groundwater flow model and boundary conditions in plan view where the riparian aquifer is vertically
integrated. Cross-valley slope (S,) and down-valley slope (S,) were also varied to contribute to the hydraulic gradient.
Massless particles were released at the up-valley most point of the stream-aquifer boundary and tracked to quantify
hyporheic flow path residence time and length. Particles that infiltrated the aquifer and returned to the stream were
considered hyporheic flow paths.

down-valley length of the model domain (m). The hillslope-aquifer boundary is also sinusoidal and includes a
temporal lag, ¢ (s), relative to the stream (Figure 1b),

h(x, Y,t) = Anssin ( %” (t - ¢)) Vs £ S (X —X) 5, @)

where Ay is the amplitude of the hillslope hydraulic head fluctuation (m), Y is the mean hydraulic head
of the hillslope (m), S, is the cross-valley slope, and Y is the total cross-valley width of the model domain
(m) (see Table S1 in the supporting information for a summary of notation). The up-valley and down-valley
sides (left and right sides in Figure 1b) were set to periodic boundaries to eliminate edge effects with a total
head change of S,X between them (i.e., h(0,y,t) = S,X and h(X,y,t) = 0) to represent a constant down-valley flow
[after Cardenas, 2009]. These up- and down-valley boundaries are periodic only in space to approximate an
infinite domain and do not vary in time. The sinusoidal components of the stream and hillslope boundary
conditions are taken as uniform along the 36 m model domain, which is assumed short enough to not
warrant downstream wave routing of the stream boundary condition [after Perkins and Koussis, 1996]. A
homogeneous, isotropic hydraulic conductivity of 107> ms™" was assigned to the entire model domain to
eliminate the possibility of heterogeneity in the hydraulic conductivity field as a control on groundwater flow
[e.g., Salehin et al., 2004; Sawyer et al., 2014b; Ward et al., 2011]. This hydraulic conductivity value is typical
for clean sand [Freeze and Cherry, 1979]. Based on a wide range of reported diel fluctuations, on the order
of 0.01 to 1.5 m [e.g., Francis et al., 2010; Loheide and Lundquist, 2009; Sawyer et al.,, 2009; Wondzell et al., 2010],
the stream amplitude, A, was set to 0.2 m to represent a reasonably strong diel fluctuation (see Figure S1).
An amplitude of this magnitude would generally coincide with large natural (e.g., evapotranspiration and
snowmelt periods) and moderate anthropogenic (e.g., dam operations) fluctuations.
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The hydraulic gradient in the riparian aquifer is controlled by four independent variables in this study:
(1) the temporal lag in the hillslope water table relative to the stream stage (¢), (2) the percent amplitude
of hillslope water table relative to the stream stage (A =(Ans/Asy) X 100%) (see Figure S1 for examples),
(3) the cross-valley slope (S,), and (4) the down-valley slope (S,) (Figure 1b). For this study, ¢ was varied
from 0 to 24 h, A was varied from 0 to 100% with a fixed A;;=0.2m, S5,=[—1, 0, 1]%, and S,=[1, 2, 3]%.
The hillslope signal is perfectly out of phase with the stream at ¢=12h (Figure S1). Values of S, set at —1,
0, and 1% represent net stream losing, neutral, and gaining conditions, respectively. The dynamics of
the stream-hyporheic-aquifer-hillslope system were quantified by the variation of flux across the stream-
aquifer boundary and by the residence times and lengths of hyporheic flow paths [after Cardenas, 2009].
Specifically, the maximum stream-to-aquifer flux normal to the stream-aquifer boundary was tabulated
for each hydraulic gradient. Because flux is uniform along this boundary, this is represented by positive g,
(equation (2)), which is the unit flux.

Hyporheic flow path residence times and lengths were estimated through particle tracking. Massless particles
were released every 5 min over one diel cycle (i.e., 24 h period) at the up-valley most point of the stream-
aquifer boundary and tracked (Figure 1b). Particle velocities were estimated from the specific discharges
(equation (2)) divided by a porosity of 0.30 [e.g., Sawyer et al., 2009; Stonedahl et al., 2013]. Particles that
infiltrated the aquifer and returned to the stream were considered hyporheic flow paths, following common
definitions [e.g., Buffington and Tonina, 2009; Tonina and Buffington, 2009; Ward, 2016]. The size of the model
domain was selected to capture every possible hyporheic flow path for each simulated hydraulic gradient.
Any particle that did not return to the stream represents either groundwater recharge or down-valley flow
and was omitted from further consideration in this study. The time elapsed from particle release to return
to the stream represents the hyporheic flow path residence time. To quantify flow path geometry, flow
path length was separated into its components of the cross-valley (i.e., exchange penetration length into
the aquifer) and down-valley lengths. Maximum residence times and lengths were tabulated for each
hydraulic gradient.

3. Results

3.1. Flux Normal to the Stream-Aquifer Boundary

The magnitude of flux normal to the stream-aquifer boundary was primarily controlled by the hillslope lag
(¢) and amplitude (A) while cross-valley slope (S,) controlled the relative amounts of stream net gaining or
losing (Figure 2). The largest stream-to-aquifer flux occurred at ¢=12h, A=100%, and S,=—1% (Figure 2
a, left column), which produced the largest hydraulic gradient between the stream- and hillslope-aquifer
boundaries. As ¢ was shifted from 0 to 12 h (x axes in Figure 2a), the diel hillslope signal became increasingly
out of phase with the stream signal and, consequently, increased the magnitude of stream-to-aquifer flux
(Figure 2a). Likewise, as ¢ was shifted from 12 to 24 h, the diel signals became increasingly in phase, thus
reducing the hydraulic gradient between the stream and hillslope and, in turn, reducing the magnitude of
stream-to-aquifer flux. As S, was varied from —1 to 1%, the maximum stream-to-aquifer flux possible within
one diel cycle generally decreased (Figure 2a, left-to-right columns). A S, of —1% created a larger hydraulic
gradient toward the hillslope over one diel cycle and, therefore, produced a net losing stream. Conversely,
a S, of 1% created hydraulic gradients that opposed stream-to-aquifer flux and produced a net gaining
stream. An increase in down-valley slope (S,) from 1 to 3% did not change the magnitude of flux (Figure 2
a, top-to-bottom rows). While stream-to-aquifer flux was insensitive to S, for this study, it was controlled
by ¢, A, and S, (Figure 2).

In addition to the maximum stream-to-aquifer fluxes tabulated for each hydraulic gradient (Figure 2a), the diel
variation in flux across the stream-aquifer boundary changed in response to the boundary conditions
(Figures 2b-2e). The model simulations shown in these panels were selected to demonstrate how ¢, A, S,,
and S, individually control the timing and variability of flux. When ¢ was varied from 0 to 12h (fixed
A=100%, S, = 1%, and S, = 3%), the magnitude and time of peak flux systematically increased (Figure 2b where
maxima and colors correspond to the bottom right panel of Figure 2a). For example, when ¢ was 12 h (see light
green line in Figure 2b), the maximum occurred at 6 h (minimum at 18 h). A change in S, from —1 to 1% (fixed
A=100%, ¢=12h, and S,=3%) primarily affected the relative magnitudes of aquifer-to-stream and stream-to-
aquifer flux, which had a slight influence on the timing of flux direction (Figure 2c where maxima and colors
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Figure 2. Darcy flux of water across (normal to) the stream-aquifer boundary (q,) for varying hillslope lag (¢), percent
hillslope amplitude relative to the stream (A), cross-valley slope (Sy), and down-valley slope (Sy). (@) Summary results of
the maximum possible stream-to-aquifer flux across the stream-aquifer boundary for each combination of ¢ (x axis) and A
(y axis) under different Sy, (left-to-right columns) and Sy (top-to-bottom rows). The symbols in Figure 2a correspond to the
example time series of flux in Figures 2b-2e, selected to demonstrate how ¢, A, Sy, and Sy individually control the timing
and variability of flux in addition to the maximum stream-to-aquifer fluxes. Line colors in Figures 2b-2e correspond to
maxima (and symbols) in Figure 2a where inset legends indicate locations in Figures 2a. (b) ¢ was varied while A, S, and S,,
were fixed. (c) Sy was varied while A, ¢, and S, were fixed. (d) A was varied while ¢, Sy and S, were fixed. (e) S, was varied
while A, S, and ¢ were fixed.

correspond to the black circles in the bottom row of Figure 2a). Subsequently, when S, = 1% (cross-valley slope
toward the stream), the stream-to-aquifer flux was lowest and aquifer-to-stream flux was greatest, which
resulted in a net gaining stream (Figure 2c). A change in A from 0 to 100% (fixed ¢ =12h, S,=1%, and S,=3%)
primarily affected the magnitude of stream-to-aquifer flux (Figure 2d where maxima and colors correspond
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Figure 3. Hyporheic flow path residence time and length for varying hillslope lag (¢), percent hillslope amplitude relative
to the stream (A), cross-valley slope (Sy), and down-valley slope (Sy). (@) Summary results of the maximum possible
hyporheic flow path residence time for each combination of ¢, A, S, and Sy. (b) Summary results of the maximum possible
hyporheic flow path length for each combination of ¢, A, Sy, and Sy.

to the bottom right panel of Figure 2a). Net flux was primarily controlled by S,. Varying S, from 1 to 3% (fixed
A=90%, S, = 1%, and ¢ =12h) had no effect on flux normal to the stream-aquifer boundary (Figure 2e where
maxima and colors correspond to the black crosses in the right column of Figure 2a). In summary, ¢ primarily
controlled the timing of the exchange flux while S, determined net gaining or losing conditions. The magnitude
of the flux was controlled by ¢, A, and S; S, had no effect on flux.
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circles where an isotropic hydraulic conductivity (K) of 10 3ms " was
used. To define the plausible range of hyporheic flow paths induced by
diel fluctuations, additional simulations were run varying K between
10> and 10 >ms~ ' and stream amplitude (Agt) between 0.02 and

0.6 m (fixing hillslope lag at 12 h, percent hillslope amplitude relative

to the stream at 100%, cross-valley slope at 0%, and down-valley slope
at 3%). The vertical gray line at 24 h is the maximum possible flow path
residence time induced by diel fluctuations. The blue dashed lines
represent the limits of hyporheic flow paths, and bold text represents
general flow path residence times and lengths induced by geomorphic
features, which were reproduced from Boano et al. [2014]. Note that
Boano et al. scaled the y axis as hyporheic dimension/channel width.
Here hyporheic flow path length is based on a unit channel width.

3.2. Hyporheic Flow Path Residence
Time and Length

The maximum hyporheic flow path resi-
dence time possible over one diel cycle
was primarily controlled by S, (Figure 3a).
The magnitude of residence time was
sensitive to ¢ and A only when S, was
less than or greater than zero (non-
neutral conditions, Figure 3a, left and right
columns). Otherwise, when the cross-
valley slope did not contribute to the
overall hydraulic gradient, the magni-
tude of residence time was insensitive
to ¢ and A and set solely by the sinu-
soidal, 24h period of hillslope and
stream fluctuations (Figure 3a, middle
column). Under this neutral condition,
with the exception of ¢=0 or 24h (in
phase) and A=100% where the stream
and hillslope signals together produced
no hydraulic gradient, any particle that
infiltrated the aquifer was driven back
into the stream within 24 h (uniform
maxima of 24h shown in Figure 3a,
middle column; see Figure S2 for resi-
dence times as a function of particle
release time). The corresponding mean
residence times (not shown) followed
the same pattern as in Figure 3a, indi-
cating that these maxima reflect the
primary controls on residence time. In
summary, the hyporheic flow path resi-
dence time was controlled by ¢ and A

under nonneutral conditions and insensitive to ¢ and A under neutral conditions. Flow path residence time
was always sensitive to S, and insensitive to S,.

While residence time was controlled by ¢ and A under nonneutral conditions (S, + 0%) and insensitive to S,,
hyporheic flow path length was sensitive to ¢, A, S, and S, for each hydraulic gradient (Figure 3b). For exam-
ple, under neutral conditions (S, = 0%), the maximum flow path length possible over one diel cycle increased
as ¢ was shifted from 0 to 12h and as A was increased from 0 to 100% (Figure 3b, middle column).
Furthermore, a change in S, from 1 to 3% increased the flow path length (Figure 3b, top-to-bottom rows).
A key finding is that different hyporheic flow path lengths induced by the same hydrologic forcing can have
identical residence times. Therefore, flow path residence time and geometry are not directly coupled. In
terms of flow path geometry, the cross-valley component of length was primary controlled by ¢, A, and S,
and insensitive to S, (see Figure S3). Conversely, the down-valley component of length was primarily con-
trolled by S, (see Figure S4). In summary, hyporheic flow path length was always controlled by ¢, A, S,,
and S,; however, the cross-valley component was always insensitive to S,. See Figure S5 for a synthesis of
how ¢, A, Sy, and S, control stream-to-aquifer flux and hyporheic flow path residence time and length.

4, Discussion

4.1. Diel Hydrologic Fluctuations and Geomorphic Controls Can Produce Equivalent Hyporheic Flow
Path Residence Times and Lengths

Based on our simulations, diel hydrologic fluctuations can produce hyporheic flow paths that span more
than 3 orders of magnitude in spatial and temporal scales (Figure 4). These spatial and temporal scales are
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equivalent to those produced by many geomorphic features synthesized by Boano et al. [2014] (and by
Harvey and Wagner [2000], Figure S6). To further define the plausible range of hyporheic flow paths induced
by diel fluctuations, we ran additional simulations varying hydraulic conductivity (K) across 3 orders of
magnitude (fixing ¢=12h, A=100%, S, =0%, and S, = 3%, which were shown to produce the longest possi-
ble hyporheic flow paths). Overall, a larger K resulted in longer hyporheic flow paths, though residence times
remained unchanged, further demonstrating that flow paths of different lengths can have identical residence
times. Simulated flow paths lower than the limit of hyporheic exchange synthesized by Boano et al. [2014]
had long residence times relative to extremely small lengths. While model simulations may capture flow
paths at such small spatial scales, it is unlikely that these would be reflected in field-based measurements. We
also varied stream amplitude from 0.02 to 0.6 m (again fixing ¢»=12h, A=100%, S, =0%, and S, =3% and hold-
ing K=10"2>ms™"). An increased stream amplitude caused longer flow path lengths and residence times.
However, even small diel fluctuations (e.g., 0.02m stream amplitude) produced residence times up to 24 h;
any residence time longer than this became down-valley flow or groundwater recharge in our simulated system
(right of the vertical gray line in Figure 4). If the hillslope amplitude becomes greater than the stream (i.e,
A > 100%), magnitudes of cross-valley hydraulic gradients increase. As a result, peak exchange flux and hypor-
heic flow path mean residence times and lengths (including the cross- and down-valley components) all
increase but follow the same patterns as in Figures 2 and 3. The net flux over one diel cycle and maximum pos-
sible residence time of 24 h, however, remain unchanged. This temporal threshold is set by the idealized sinu-
soidal fluctuations and subsurface homogeneity and, therefore, emphasizes a need to consider additional
constraints of subsurface heterogeneity [e.g., Sawyer et al., 2014b], stream morphology in profile or planform
[e.g., Boano et al., 2014; Gomez-Velez and Harvey, 2014], changes in valley width or depth with stream order [e.g.,
Kasahara and Wondzell, 2003; Wondzell and Swanson, 1999], and deviation from the idealized sinusoidal forcing
[e.g., Wondzell et al., 2007, 2010]. In practice, we expect that any such complexity introduced would extend
hyporheic flow path residence times beyond 24 h.

Another aspect to consider is the relative effect of shorter-term to longer-term hydrologic fluctuations on
hyporheic exchange. For example, the stream stage may respond to shorter-term hydrologic controls (e.g.,
evapotranspiration or storm events), while the hillslope water table responds to longer-term (e.g., seasonal)
controls. In the case of a rapidly varied stream (e.g., 24 h frequency) and a much longer wavelength hillslope
fluctuation (e.g., annual cycle), the hillslope water table is functionally static (A ~ 0%) over the timescale of an
individual cycle of the stream-aquifer boundary. As such, our A=0% results are reasonable approximations of
systems where stream and hillslope fluctuations occur over very different timescales. Subsequently, a change
in hillslope water table through the season can be approximated similarly to our change in cross-valley slope.
Appropriately representing longer-term hillslope fluctuations may be important as these can control stream-
hillslope connectivity and riparian aquifer turnover [e.g., Godsey and Kirchner, 2014; Jencso et al., 2010]. Our
results, however, clearly show the range of hyporheic residence times, exchange fluxes, and flow path lengths
arising from diel hydrologic fluctuations. Furthermore, these results form the basis required to transfer reach-
scale findings to network-scale predictions, as in Kiel and Cardenas [2014] and Gomez-Velez et al. [2015].

4.2, Existing Anthropogenic Control of Diel Fluctuations Could Be Leveraged to Achieve
Beneficial Outcomes

In regulated rivers, stage fluctuations can occur due to hydropower generation, wastewater discharge, or irriga-
tion withdrawals. The framework developed in this study to anticipate hyporheic flow path residence times and
extent from the timing and magnitude of diel fluctuations could be leveraged as a river management tool. While
down- and cross-valley slopes generally cannot be controlled, stream stage and riparian aquifer fluctuations
characterized by amplitudes and temporal lags (phase shifts) are within the realm of human control in certain
settings. Based on our results, to achieve minimal exchange, the timing and magnitude of stream stage fluctua-
tions would need to coincide with the timing and magnitude of the hillslope water table (i.e., in phase; Figure 2).
Conversely, to achieve maximum exchange, stream stage would need to be out of phase with the hillslope.
When these signals are out of phase, larger amplitudes in the stream and hillslope generate larger magnitudes
of exchange and hyporheic flow path residence times and lengths (Figures 2 and 3).

This type of coupled surface and subsurface flow response could be considered as part of the design of none-
mergency flow releases for dams and possibly as a mitigation measure as part of dam relicensure. For example,
by controlling the timing of stream stage fluctuations relative to aquifer withdrawals, such as riverbank filtration
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for drinking water or irrigation withdrawals downstream of a hydropower dam, a manager could manipulate
hyporheic exchange to achieve timescales that would enable desirable functions (e.g., denitrification [e.g.,
Harvey et al., 2013; Rahimi et al., 2015] or creation of thermal refugia for fish [e.g., Bowerman et al., 2014;
Mathes et al., 2009]). Alternatively, exchange could be intentionally reduced to provide environmental benefits.
Consider a contaminant plume near a stream, where remediation action could include pumping designed
to offset stream fluctuations and reduce connectivity of the stream to that potential contaminant source.
Improved water resource management across temporal (e.g., daily to seasonal) and spatial (e.g., feature to basin)
scales will require dynamic hydrologic studies over more heterogeneous forcing events (e.g., snowmelt and
storms) and simultaneous consideration of interactions with geomorphic controls. This study provides a
necessary foundation to introduce such complexities in future studies.
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