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[1] Surface transient storage (STS) has functional significance in stream ecosystems
because it increases solute interaction with sediments. After volume, mean residence time
is the most important metric of STS, but it is unclear how this can be measured accurately
or related to other timescales and field-measureable parameters. We studied mean
residence time of lateral STS in small streams over Reynolds numbers (Re)
5000–200,000 and STS width to length (W/L) aspect ratios between 0.2–0.75.
Lateral STS have flow fields characterized by a shear layer spanning the length of the
STS entrance, and one primary gyre and one or more secondary gyre(s) in the STS.
The study’s purpose was to define, measure, and compare residence timescales: volume to
discharge ratio (Langmuir timescale); area under normalized concentration curve; and
characteristic time of exponential decay, and to compare these timescales to field
measureable parameters. The best estimate of STS mean residence time—primary gyre
residence time—was determined to be the first characteristic time of exponential decay.
An apparent mean residence time can arise, which is considerably larger than other
timescales, if probes are placed within secondary gyre(s). The Langmuir timescale is the
minimum mean residence time, and is linearly correlated to channel velocity and STS
width. The lateral STS mean residence time can be predicted using a physically based
hydromorphic timescale derived by Uijttewaal et al. (2001) with an entrainment coefficient
of 0.031 � 0.009 for the Re and W/L studied.
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1. Introduction

[2] Transient storage is the temporary entrainment of
stream water in recirculating flow in the stream channel
(surface transient storage (STS)) or in slow flow in the
hyporheic zone (hyporheic transient storage (HTS)). The
lower velocities and structure of STS and HTS provide
refugia for aquatic species [Lancaster and Hildrew, 1993].
STS and HTS also increase solute interaction with biogeo-
chemically reactive sediments by their longer residence
times, which can improve water quality by removing metals
[e.g., Bencala et al., 1984]; organic contaminants [e.g.,
Squillace et al., 1993]; radionuclides [e.g., Cerling et al.,

1990]; and other pollutants through biotic (e.g., nitrification
and denitrification by bacteria) and abiotic (e.g., adsorption,
redox) processes.
[3] Many hydrodynamic metrics have been developed to

characterize transient storage, which is typically estimated
using tracer injection techniques [Gooseff et al., 2005]
because tracer concentration breakthrough curves (BTC) tails
are sensitive to transient storage [Hays, 1966; Nordin and
Troutman, 1980; Haggerty et al., 2000, 2002]. Common
transient storage metrics include: the ratio of cross-sectional
transient storage area to cross-sectional main channel area,
As/A [Thackston and Schnelle, 1970; Bencala and Walters,
1983]; transient storage residence time, aAs/A, where a is
the mass exchange rate coefficient [Thackston and Schnelle,
1970]; the storage exchange flux, aA [Harvey et al., 1996];
the hydrological retention factor, As/u/A, where u is the main
channel advective velocity [Morrice et al., 1997]; and the
total reach volume fraction occupied by transient storage,
As/(As + A) [Runkel, 1998]. Runkel [1998] developed a
hydrodynamic metric to quantify the interaction between u,
a, and As, termed the median travel time fraction due to
transient storage. While the fraction of median travel time
due to transient storage better decouples main channel and
transient storage effects on mass transport, no metric has
been identified to decouple the properties of STS from HTS
(i.e., residence times, relative storage zone areas, and
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exchange rates) when using current tracer methods. In addi-
tion, model parameters used to estimate transient storage are
empirical in nature and, therefore, not transferrable to other
streams.
[4] Currently, advances in areas of hydrology and stream

ecology are thwarted by the inability to differentiate STS
from HTS [Harvey et al., 1996; Salehin et al., 2003; Ensign
and Doyle, 2005]. STS and HTS have distinct influences on
stream ecosystems due to differing biogeochemistry, surface
area, and exchange timescales (i.e., residence time distribu-
tions (RTDs)) that depend on stream geomorphic and
hydraulic properties [Valett et al., 1996; Lautz and Siegel,
2007]. For example, many studies assume that all signifi-
cant exchange is hyporheic [e.g., Valett et al., 1996;Morrice
et al., 1997; Haggerty et al., 2002; Battin et al., 2003]. This
assumption may be inaccurate for redox-sensitive or photo-
active solutes, for streams with large surficial biofilms, or for
streams with a large STS component [Mulholland et al.,
1997; Kasahara and Wondzell, 2003; Gooseff et al., 2005;
Briggs et al., 2009; Argerich et al., 2011]. Therefore, our
science needs to distinguish STS and HTS when determin-
ing the influence of transient storage on nutrient uptake
functional relationships [Harvey et al., 1996; Hall et al.,
2002; Salehin et al., 2003; Ensign and Doyle, 2005], so
that we can determine whether specific processes are
occurring in-stream, in the hyporheic zone, or both [Harvey
and Wagner, 2000].
[5] A few field-based studies have quantitatively mea-

sured STS residence times using tracers [e.g., Ensign and
Doyle, 2005; Gooseff et al., 2005; Lautz and Siegel, 2006;
Phanikumar et al., 2007; Stofleth et al., 2008; Briggs et al.,
2009; Anderson and Phanikumar, 2011]. However, current
techniques are time-consuming, subject to interference from
HTS residence times, and probably do not scale reliably
because the theoretical underpinnings are poor. Our goal,
therefore, is to develop physically based predictive STS
RTDs and mean residence times for different types of STS
that are applicable for a range of Reynolds Numbers (Re)
and STS geometries in order to separate STS from HTS.
[6] As a first step toward this goal, we studied a specific

type of natural STS—a straight open channel with a lateral
cavity (Figure 1)—at 22 field sites located along reaches of
four small, higher-gradient streams in Oregon. Other types
of STS have been documented in the literature, including
coarse woody debris [Ensign and Doyle, 2005], submerged
aquatic canopies [Nepf, 1999], and pools, to name a few.
Natural lateral STS were chosen in this study because this
type of STS has been observed in many rivers and streams,
including the Willamette, Santiam, and Alsea Rivers of
Oregon (T. R. Jackson, unpublished data, 2012), and previ-
ous studies have referenced the occurrence of natural lateral
STS in streams [e.g., O’Connor et al., 2010]. One common
occurrence of lateral STS in streams is downstream of
erosion-resistant features (e.g., trees, logs, boulders). Although
a systematic study of different STS is yet to be done, lateral
STS in some streams may produce the largest fraction of STS
residence time and volume, which are the two most important
metrics of transient storage [Hays, 1966; Thackston and
Schnelle, 1970; Nordin and Troutman, 1980; Bencala and
Walters, 1983].
[7] A number of residence timescales have been used in

studies to characterize STS mean residence times: (1) the
mean hydraulic residence time (volume to discharge ratio or

Langmuir timescale) [e.g., Langmuir, 1908; Hays, 1966;
Kurzke et al., 2002; Kozerski et al., 2006; Weitbrecht et al.,
2008]; (2) the first temporal moment normalized by the
zeroth temporal moment of the residence time distribution
[e.g., Aris, 1956; 1958; Nauman, 1981a; Sardin et al., 1991;
Patwardhan, 2001; Kurzke et al., 2002]; and (3) the charac-
teristic time of exponential decay [e.g., Nauman, 1981a,
1981b; Seo and Maxwell, 1992; Buffoni et al., 1997; Bellucci
et al., 2001; Uijttewaal et al., 2001; Engelhardt et al., 2004;
Kozerski et al., 2006; Hinterberger et al., 2007; Roussinova
and Kresta, 2008; Weitbrecht et al., 2008; Constantinescu
et al., 2009]. Mathematical definitions of these timescales
are given in section 3.2. These residence timescales are not
always equivalent in practice, even though they are equiva-
lent in classical residence time theory as applied to continu-
ous stirred tank reactors (CSTRs), which are sometimes used
as a conceptual model for an STS zone [Hays, 1966]. This
deviation occurs because classical CSTRs are closed systems
without internal dead zones [Nauman, 1981a; Buffham,
1985], but STS zones are always open systems and usually
have internal dead zones. An open system has mixing across
the entrance and exit boundaries, such that particles can enter
and exit more than once, whereas a closed system does not
have mixing across the entrance and exit boundaries, such
that particles can enter and exit only once. All three of the
residence timescales are equivalent for closed systems;
however, this is not true for open systems. A lateral STS zone
is an open system because the entrance and exit are inter-
mixed within the shear layer that forms along the STS
entrance and allow for mixing and re-entrance to the STS
(Figure 1). Internal dead zones further complicate the defi-
nition and measurement of mean residence time. As all three
of the residence timescales have been defined as a mean
residence time, uncertainty exists as to which is the appro-
priate STS mean residence time. In addition, research to date
has neither developed a standardized method to accurately
measure STS mean residence times in the field nor estab-
lished how the mean residence time is related to other field-
measureable parameters.
[8] The purpose of this paper is, therefore, to define the

appropriate mean residence time of lateral STS in small
streams for a range of Re and STS geometries and to relate
the STS mean residence time to physically based stream
parameters. Lateral STS field sites studied have flow fields
characterized by a shear layer that spans the length of the
STS entrance, and a large primary gyre and one or more
secondary gyres in the STS (Figure 1). Twenty-two field
sites with natural lateral STS were selected in this study and
had main channel Re that ranged from 5000 to 200,000
(based on main channel wetted perimeter) or from 40,000
to 1,000,000 (based on STS width) (Table 1). The lateral
STS aspect ratio (W/L), where W is the cavity width (normal
to flow) and L is the cavity length at the main channel-
STS interface (parallel to flow) (Figure 1a), ranged from
0.2 to 0.75 (Table 1). The objectives of this paper are to
(1) develop a theoretical mean residence time for lateral STS
based on the steady flow field results of a computational
fluid dynamics (CFD) model and on the results of laboratory
and numerical studies in the range of Re and W/L studied;
(2) quantitatively relate residence timescales to the theoret-
ical mean residence time and determine the appropriate
metric for the STS mean residence time; (3) quantitatively
relate residence timescales to an apparent (false) measured

JACKSON ET AL.: SURFACE TRANSIENT STORAGE MEAN RESIDENCE TIME W10501W10501

2 of 20



mean residence time that arises when electrical conductivity
probes are improperly placed in poorly mixed regions of the
STS (i.e., secondary gyres); (4) relate residence timescales to
physically measureable parameters in the field to develop
predictive relationships; and (5) determine the physical
processes controlling the different residence timescales and
the occurrence of one- or two-exponential RTDs using gyre
dynamics.
[9] This paper introduces a new approach to study natural

lateral STS that integrates fluid dynamics and classical res-
idence time theory. Fluid dynamics will be incorporated into
the understanding of physical processes controlling the STS
mean residence time, apparent measured mean residence
time, and the occurrence of one- and two-exponential RTDs.
Fundamental fluid dynamics is included because fluid
interaction with channel bed and banks results in flow

separation, induced pressure gradients with mean and fluc-
tuating components, velocity shear in vertical and transverse
directions, and recirculation, all of which form three-
dimensional vortical structures with differing length and
timescales [Boano et al., 2011; Keylock et al., 2005], which
altogether influences STS residence timescales and RTDs.
The basis for incorporating fluid dynamics to study lateral
STS is not to include the complexities of the flow field in the
computation of mean residence time, but to provide a better
understanding of the mechanisms that entrain solute.

2. Conceptual Framework

[10] Before presenting the methods and results of a field
study (sections 3 and following), we first provide a con-
ceptual model for flow and transport in lateral STS zones.

Figure 1. Conceptualization of a natural lateral surface transient storage zone. (a) Schematic diagram
showing plan and cross-sectional views of a straight channel reach with a lateral STS zone used to illus-
trate physically based properties of the main channel and STS. (b) Plan view of velocity field associated
with a typical lateral STS from Site 1P along Oak Creek in the Oregon State University McDonald-Dunn
Research Forest near Corvallis, Oregon. Three-dimensional depth-averaged velocity field obtained from a
Reynolds-Averaged Navier-Stokes computational fluid dynamics model.
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First, we describe the typical flow features associated with
lateral STS based on their resemblance to engineered (geo-
metrically ideal) lateral cavities in open channel flows.
Second, we illustrate a typical flow field for lateral STS
using a 3-D Reynolds-Averaged Navier-Stokes (RANS)
computational fluid dynamics (CFD) model generated from
detailed field data at a single field site. Third, using classical
and contemporary residence time theory, we highlight key
observations about the STS that are relevant for solute
transport in streams. Fourth, based on these observations, we
develop a simple box model of solute transport in STS that
will provide a basis for comparing residence timescales
previously defined in the literature.

2.1. Flow Field of Lateral STS

[11] Lateral STS is analogous to flow past an open lateral
rectangular cavity, which has been well-studied using both
laboratory flumes and numerical models for the range of Re
and W/L measured in this study [e.g., Kimura and Hosada,
1997; Muto et al., 2000; Uijttewaal et al., 2001; Uijttewaal,
2005; McCoy et al., 2006, 2007, 2008, Weitbrecht et al.,
2008; Constantinescu et al., 2009]. Flume studies of
incompressible, turbulent flow past ideal, rectangular cavities
at high Re (>5,000) and 0.2 ≤ W/L ≤ 0.75 show that a free-
shear layer forms along the entire cavity entrance and gen-
erates a recirculation region in the cavity (Figure 1). The
shear layer forms by flow separation at the leading edge of
the cavity due to large differences in momentum and velocity
between the main channel and cavity [Constantinescu et al.,
2011]. Vortices in the shear layer convect downstream from
the leading edge and impinge on the trailing edge, causing
pressure fluctuations and the unsteady transport of vorticity
into the downstream region of the cavity [Chang et al., 2006;
Lin and Rockwell, 2001]. The vorticity becomes entrained
and recirculates within the cavity [Chang et al., 2006; Lin
and Rockwell, 2001], typically producing either: (a) one

large primary gyre that inhabits the entire cavity; or (b) two or
more gyres in the cavity: a primary gyre with velocity fluc-
tuations in the downstream region and one or more counter-
rotating secondary gyres [Muto et al., 2000]. The production
of more than one gyre is dependent on theW/L aspect ratio of
the cavity. These same complex flow features are also asso-
ciated with lid-driven cavity flows [Koseff and Street, 1982,
1984a, 1984b, 1984c; Chiang et al., 1997, 1998; Guermond
et al., 2002]; however, open lateral cavity flows have the
additional complexity of mass and momentum exchange
across the channel-cavity interface.

2.2. RANS CFD Model

[12] The 3-D RANS CFD model was generated from
detailed field data collected at site 1P, which is located along
a straight riffle reach of Oak Creek in the Oregon State
University McDonald-Dunn Research Forest near Corvallis,
Oregon. This site was selected because the main channel Re
(�32,000 based on wetted perimeter) and STS W/L aspect
ratio (�0.32) are typical of STS sites studied (Table 1).
Appendix A describes the field data collection and devel-
opment of the CFD model. Key results of the model are
presented below.
[13] The mean flow field results from the RANS CFD

model show that typical lateral STS are composed of a large
primary gyre and a number of smaller, counterrotating sec-
ondary gyres (Figure 1b). The primary gyre extends across
the entire length of the STS entrance and exchanges mass
and momentum from the shear layer to the secondary gyres.
One counterrotating secondary gyre forms in the upstream
corner due to the aspect ratio and a number of smaller gyres
form along the wetted perimeter of the STS due to the
irregular shaped geometry.
[14] The flow features within a lateral STS can change

significantly based on Re, W/L, and W/D, where D is STS
depth. Considerable experimental and numerical work has

Table 1. Summary of Field Measurements for Lateral STS Sites

Locationa W (m) L (m) W/L [-] dSTS (m) dE (m) U (m/s) ΤL (s) RTDb Rec

Site 1P OC 0.54 1.69 0.32 0.12 0.14 0.35 27 2 3.2 � 104

Site 2P OC 0.64 1.47 0.43 0.11 0.18 0.19 97 2 9.0 � 103

Site 3P OC 0.49 0.90 0.54 0.05 0.09 0.33 45 1 2.3 � 104

Site 4P OC 1.07 1.91 0.56 0.10 0.15 0.20 121 2 1.5 � 104

Site 1S OC 0.55 1.95 0.28 0.07 0.12 0.20 129 1 9.9 � 103

Site 3S OC 1.90 3.50 0.54 0.21 0.26 0.12 584 2 8.4 � 103

Site 4S OC 0.50 1.45 0.34 0.07 0.12 0.08 100 2 5.2 � 103

Site 5P SC 0.93 1.25 0.74 0.17 0.09 0.53 65.4 2 2.6 � 104

Site 6S SC 0.60 1.30 0.46 0.05 0.08 0.13 112 2 7.5 � 103

Site 7S SC 0.60 2.05 0.29 0.12 0.26 0.24 50 1 3.1 � 104

Site 8S SC 0.60 2.05 0.29 0.08 0.16 0.30 49 1 3.0 � 104

Site 9S SC 0.55 2.25 0.24 0.14 0.27 0.17 75 1 1.5 � 104

Site 10S SC 0.60 3.05 0.20 0.06 0.15 0.24 77 1 1.5 � 104

Site 15S SC 1.80 5.30 0.34 0.09 0.18 0.22 263 1 1.4 � 104

Site 16S SC 1.45 4.35 0.33 0.08 0.17 0.15 69 1 1.2 � 104

Site 17S SC 1.95 3.30 0.59 0.18 0.23 0.29 207 2 1.6 � 104

Site 11S JD 0.90 3.15 0.29 0.17 0.43 0.74 37 1 1.8 � 105

Site 12S JD 1.90 3.85 0.49 0.26 0.36 0.68 82 1 1.2 � 105

Site 13S JD 1.00 3.10 0.32 0.35 0.48 0.53 55 1 1.2 � 105

Site 19S LC 1.45 2.40 0.60 0.17 0.42 0.31 174 1 2.9 � 104

Site 20S LC 1.50 3.40 0.44 0.28 0.37 0.23 138 1 2.7 � 104

Site 21S LC 1.15 1.90 0.61 0.16 0.37 0.43 138 1 5.0 � 104

aField site location: OC = Oak Creek, Oregon State University McDonald-Dunn Research Forest near Corvallis, OR; SC = Soap Creek, Oregon State
University McDonald-Dunn Research Forest near Corvallis, OR; JD = Middle Fork of John Day River, eastern OR; LC = Lookout Creek, H.J. Andrews
Experimental Forest, western Cascades, OR.

bRTD column defines site as having either a one- or two-exponential RTD.
cRe is computed using the main channel wetted perimeter.
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been done on driven cavity flows with varying geometric
parameters andRe, showing various recirculation patterns over
a much wider range of Re [Koseff and Street, 1982; 1984a;
1984b; 1984c; Chiang et al., 1997; 1998; Guermond et al.,
2002; Cheng and Hung, 2006; Lawson and Barakos, 2011].
If the length of the dead zone is very large, the shear layer may
not span the entire length, eliminating primary gyres [Lawson
and Barakos, 2011]. Likewise, if W/L is increased consider-
ably, multiple gyres may be stacked on each other [W/L≫ 1.5;
Weitbrecht and Jirka, 2001]. However, the narrow range of
W/L ratios and Re studied in this work consistently provided
the same flow features. Similar flow features also were
observed for this range of Re and W/L in a series of lateral
cavities (or groynes) with idealized geometries by Wallast
et al. [1999], Weitbrecht and Jirka [2001], Uijttewaal et al.
[2001], Uijttewaal [2005], Kurzke et al. [2002], McCoy
et al. [2006], Chang et al. [2007], Hinterberger et al.
[2007], Weitbrecht et al. [2008], Constantinescu et al.
[2009], and Ozalp et al. [2010], and RANS simulations by
Kimura and Hosada [1997] and Drost et al. [2012]. We
conclude that for field STS in the Re and W/L studied (See
Table 1), a streamwise anisotropic primary gyre forms along
the STS entrance and transfers mass and momentum from
the shear layer to the secondary gyre(s), and that the flow
structure (in the mean) does not significantly change.

2.3. STS Effects on RTD in Main Channel

[15] The choice of appropriate mean residence time
depends on the use of that mean residence time. STS resi-
dence times are important because of how they modify solute
transport in the main channel, and so understanding transport
in the main channel is the use for measurements and calcu-
lations of STS mean residence time. STS modifies the RTD
of solutes in the main channel and its effects have been
studied extensively in the context of transport with mobile-
immobile domain mass transfer, which is mathematically

similar. There is a deep literature on this, and important
reviews from the chemical engineering and groundwater
perspectives are provided by Villermaux [1974; 1981],
Nauman [1981a, 2008], Sardin et al. [1991]; Cunningham
and Roberts [1998]; and Luo et al. [2008]. We mention the
key results relevant to this study and refer the reader back to
these references for more detail.
[16] First, the most important effects of STS on the RTD in

the main channel are determined by the mean residence time
in the STS and by As/A (relative volume of STS to channel
per unit channel length); where As is the STS cross-sectional
area and A is the cross-sectional area of the channel. This fact
comes from the properties of mass transfer that (1) the area
under the main channel breakthrough curve (zeroth moment)
is not influenced by STS; (2) the main channel mean arrival
time (first moment normalized by zeroth moment) is only a
function of As/A; and (3) the spread of the channel residence
time (second central moment) is only a function of the STS
mean residence time and As/A (see references cited above).
Reactive solutes (e.g., nutrients) are influenced by the entire
STS RTD, but As/A and the mean residence time are still the
most important characteristics of the RTD (see Sardin et al.
[1991] and Argerich et al. [2011], among others).
[17] Second, for mass transfer across a series of gyres (mass

transfer in series), the STS mean residence time should be
determined in the first gyre that is not part of advection in the
channel [Sardin et al., 1991]. The shear layer has a downstream
advection rate and so it is part of the channel for purposes of
calculating temporal moments. The first transient storage zone
is the primary gyre (see Figure 1b), which transfers mass into
secondary gyre(s). The mean residence time, therefore, will be
determined by the primary gyre. The volume of the secondary
gyre(s) affects the mean residence time of the primary gyre and
the second moment in the channel. The residence time of sec-
ondary gyres affects only the third and higher moments in the
channel and does modify the shape of the tail of the break-
through curve in the channel. Furthermore, the secondary gyres
may be influential on a reactive solute if the secondary gyres
have residence times similar to the reaction timescale. To
emphasize: the secondary gyres’ residence times have no
influence on the channel’s zeroth, first, or second temporal
moments for a conservative tracer.

2.4. Box Model of Lateral STS

[18] The box model consists of the main or primary gyre
(1), and one or more secondary gyres, denoted as i = 1, 2,…,
N, that interact with the primary gyre (2) (Figure 2). The box
model divides the STS into multiple CSTRs and assumes
(1) that each of the regions is individually well mixed;
(2) that flow is steady and incompressible; and (3) that there
are no sources and sinks other than those specified. The
mass balance is expressed with first-order equations, where
mass exchange is linearly proportional to the mean concen-
tration difference between any two regions. The mass bal-
ance equations are:

dCp

dt
¼ Qpm

Vp
Cm � Cp

� �þ Qinj

Vp
Cinj þ

XN
i¼1

Qpsi

Vp
Csi � Cp

� � ð1Þ

XN
i¼1

dCsi

dt
¼

XN
i¼1

Qpsi

Vsi
Cp � Csi

� � ð2Þ

Figure 2. Schematic diagram showing plan view of an
open channel reach with a rectangular STS used to illustrate
physically based properties of the main channel and STS.
Note that all variables correspond to STS box model.
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where C is concentration; Q is discharge in or out; and V is
volume. All discharges except Qinj are defined as 1/2 the sum
of the absolute value of discharges in and out. The subscripts
on C and V indicate as follows: m is the main channel; p is the
primary gyre; s is a secondary gyre that interacts only with the
primary gyre; and inj is injection from an external source (e.g.,
a pump). The subscripts on Q indicate as follows: pm is flow
between the main channel and primary gyre; ps is flow
between the primary gyre and a secondary gyre; and inj is the
injection rate. (See notation section for definition and units of
all variables). Note that the flow is steady, meaning that the
volume flux entering the STS is balanced by the volume flux
leaving the STS through the shear layer, and that the volume
flux entering the primary gyre is balanced by the volume flux
leaving the primary gyre to secondary gyres and the shear
layer. Longitudinal advection in the shear layer is not included
in the mass balance because the longitudinal transport velocity
is much larger than the transverse velocity (by an order of
magnitude), resulting in a much smaller residence timescale
for the longitudinal velocity compared to the transverse
velocity. The residence time associated with the transverse
velocity in and out of the shear layer is small compared to the
residence time in the STS and, because the residence time
associated with the longitudinal velocity is much smaller, the
shear layer transport timescales can be neglected.
[19] We define the average concentration in the STS

zone as:

CSTS ¼
VpCp þ

XN
i¼1

VsiCsi

VSTS
; ð3Þ

where VSTS ¼ Vp þ
XN
i¼1

Vsi . In general, CSTS ≠ Cp. The fol-

lowing variables are known: Qinj, Cinj, CSTS, and Qpm (which
is equivalent to the entrainment discharge, or volumetric
flow rate entering or leaving the storage zone). Two useful
results with (1)–(3) can be obtained from steady state and
moment solutions, which are presented below.
[20] We calculate the STS mean residence time by

Laplace transformation. Setting Qinj = 0, Cm = 0, and all
initial concentrations in the STS to 1 (i.e., after injection),
where Cp(t = 0) = Csi(t = 0) = 1, we find the solution of
(1)–(2) in the Laplace domain. The full solution is cumber-
some, but we are only interested in the solution in the limit as
the Laplace variable goes to zero (i.e., infinite time), and in
the temporal moments, which are calculated by Aris’method
of moments [Aris, 1958]. Using Aris [1958], the STS mean
residence time can be calculated from the concentration in the
primary gyre, Cp:

tSTS ¼ tL; ð4Þ
where tL is the primary gyre mean residence time, tL = VSTS/
Qpm, which is also the mean hydraulic residence time origi-
nally derived by Langmuir [1908]. We refer to tL as the
Langmuir timescale. If we (incorrectly or inadvertently) base
the measurement of mean residence time on the average
concentration throughout the whole STS, CSTS, in (3), the
resulting timescale will be

tap ¼ tL þ
XN
i¼1

bsitsi ¼ tSTS þ
XN
i¼1

bsitsi ; ð5Þ

where tap is the measured apparent mean residence time; tsi
is the mean residence time for each secondary gyre, i, that
exchanges with the primary gyre, tsi = Vsi/Qpsi; and bsi is the
relative volume of the STS occupied by each secondary gyre,
i, bsi = Vsi/VSTS.

3. Methods: Field Data Collection and
Computation of Residence Timescales

3.1. Field Data Collection

[21] Twenty-two field sites were selected along riffles in
small streams near Corvallis, Oregon (Oak and Soap Creeks),
in several small streams in the HJ Andrews Experimental
Forest of Oregon, and in the Middle Fork John Day River,
Oregon. Determination of whether a lateral indentation along
the main channel was a lateral STS was based on the fol-
lowing criteria: (1) presence of a shear layer adjacent to
the STS entrance using a visual (rhodamine WT) dye; and
(2) entrance of dye into the STS and observed formation of at
least one region of recirculation inside (Figure 3a). The
minimum width measured among the field sites was 0.5 m.
[22] At each site, two to three constant-rate NaCl injec-

tions (at 0.06 L/s) were done using a pump-driven distribu-
tion system to obtain concentration breakthrough curves and
RTDs. The pump-driven distribution system was composed
of twelve pressure-compensating emitters mounted to a
Plexiglass platform (Figures 3b–3c). The platform was cen-
tered about 0.5 m above the STS center and the pump-driven
salt injections were used to raise background concentrations
to steady state. Seven to nine electrical conductivity (EC)
probes were uniformly spaced (by visual inspection) on the
streambed within the STS and shear layer to simultaneously
collect specific conductivity at 10-s intervals [Campbell
Scientific, Inc., Logan, Utah, USA]. Background con-
centrations were raised by 50 to 100 mS/cm, and the steady
state concentration versus time curves were used to obtain
RTDs and to compute mean residence times.
[23] Detailed morphological and velocity measurements

were collected at field sites. STS width and depth were
measured along 5–10 transects normal to flow and shear
layer depths were measured parallel to flow with a wading
rod and measuring tape at 5-cm increments. Channel
velocity was measured at 60% depth upstream of the STS
zone using a wading rod, tape, and Flo-Mate 2000 portable
flowmeter [Marsh-McBirney, 1990]. Velocity data was used
in the comparison of residence timescales to field-measure-
able parameters.

3.2. Equations for RTD and Mean Residence
Times and Methods for Computation

[24] Field data show that natural lateral STS typically can be
characterized by either one-exponential or two-exponential
RTDs. Methods are described for the computation of each
timescale based on whether the RTD is a one-exponential or
two-exponential (Figure 4). The distinction between a one- or
two-exponential RTD was based on an abrupt change in slope
in the concentration BTC (see Figure 4, noting that the shaded
diagrams are overlain on RTDs taken from Site 7S (one-
exponential RTD; Soap Creek) and Site 1P (two-exponential
RTD; Oak Creek)).
[25] Transient storage residence time theory often uses the

continuous stirred tank reactor (CSTR) as a conceptual
model for an STS zone, such as a pool between riffles [Hays,
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1966]. From this theory, the RTD for transient storage is a
probability density function (pdf) of age distribution of
water molecules exiting the storage zone for the final time,
given that the time of initial entrainment was ti = 0 [Buffoni
et al., 1997; Botter et al., 2011]. The RTD pdf derived by
Danckwerts [1953], F(tr), is the fraction of particles leaving
the storage zone since the time of entrainment at ti = 0
between the residence time, tr, and tr + dtr:

Z∞

0

F trð Þdtr ¼ 1; ð6Þ

where tr = t � ti and t is the current time given by t > ti
[Botter et al., 2011]. The mean residence time is the arith-
metic mean of F(tr) [Botter et al., 2011].
[26] The mean residence time for a CSTR [Langmuir,

1908] with no internal stagnation zones (i.e., well mixed)
[Nauman, 1981a] and negligible dispersion across the inlet
and outlet is

tL ¼ VSTS

Qpm
; ð7Þ

where VSTS is the STS volume; and Qpm is the entrainment
discharge. For all field sites, the Langmuir timescale (7), or

mean hydraulic residence time, was computed using physi-
cally based properties of the STS and the mass balance
equation, QinjCinj = QpmCSTS, where Qinj = 0.06 L/s and
Qinj ≪ Qpm.
[27] A more general mean of the RTD can be obtained

with temporal moments, e.g., Aris [1956, 1958]. The mean
of the RTD is the first moment of the pdf. Using a conser-
vative tracer that uniformly fills the storage zone, the first
moment also is the area under the concentration curve from
the end of the injection at t = 0 normalized by the average
concentration at t = 0 [Nauman, 1981a]. That is, for a well-
mixed CSTR:

I∞0 ¼
Z∞

0

trF trð Þdtr ¼
Z∞

0

C tð Þ
C t ¼ 0ð Þ dt; ð8Þ

where C is the concentration in the STS after a long injec-
tion; and I0

∞ is the normalized residence time. For practical
reasons, C(t = 0) is the average concentration over some
period of time prior to the end of injection at t = 0. Note that
I indicates integral and the subscript and superscript are the
lower and upper integration bounds, respectively. This
notation is used because integration over different areas of
the concentration curve yields different timescales that have
different physical meanings (i.e., mean or apparent mean

Figure 3. Field measurements of a lateral STS along Oak Creek, Oregon (Site 2P). (a) rhodamine WT
dye used to delineate location of shear layer and recirculation region in STS. (b) NaCl injection experi-
mental set-up using pump-driven distribution system. (c) Schematic of NaCl injection experiment and
location of primary and secondary gyres relative to electrical conductivity (EC) sensors for Figure 3b.
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residence time) depending on whether the RTD is a one-
exponential or a two-exponential. For a one-exponential
RTD, the STS mean residence time, tSTS, was computed as
the area beneath the normalized concentration curve for
0 ≤ t < ∞, denoted I0

∞. A two-exponential RTD has two
timescales (Figure 4): a mean and an apparent mean resi-
dence time. The STS mean residence time, tSTS, was com-
puted as the area beneath the normalized concentration curve
for 0 ≤ t ≤ T2, denoted I0

T2, where T2 represents the time
where the change in slope occurs at the end of the first
exponential decay and beginning of the second exponential
decay. A two-exponential RTD has an apparent STS mean

residence time, tap, unlike the one-exponential RTD, com-
puted as the area beneath the normalized concentration curve
for 0 ≤ t < ∞, denoted I0

∞.
[28] The RTD for an ideal (well-mixed) CSTR is:

F tð Þ ¼ 1

t
exp �t=tð Þ; ð9Þ

where t is the characteristic timescale computed as the
inverse slope of the exponential decay function and will be
defined as either t1 or t2 depending on the type of RTD and
the exponential decay slope. A one-exponential RTD only

Figure 4. Comparison of residence times for a one-exponential and two-exponential residence time dis-
tribution (RTD). For a one-exponential RTD, the STS mean residence time, tSTS, computed as the area
beneath the normalized concentration curve for 0 ≤ t < T2 = ∞, I0T2, is equal to the inverse slope of the expo-
nential decay function, t1, and the Langmuir timescale, tL. For a two-exponential RTD, there exists an
early time for initiation of exponential decay, T1, and a late time of exponential decay, T2, that occurs
at the abrupt change in exponential slope. tL is approximately equivalent to the area beneath the normal-
ized concentration curve for T1 < t ≤ T2, IT1

T2. tSTS is equal to the inverse slope of the first exponential decay
function, t1, and is approximately equivalent to the area beneath the normalized concentration curve for
0 ≤ t ≤ T2, I0

T2. The measured apparent STS mean residence time, tap, is approximately equivalent to the
inverse slope of the second exponential decay function, t2, and is equal to the area beneath the normalized
concentration curve for 0 ≤ t < ∞, I0∞. Note that, in some cases, the RTD will have an initial plateau con-
centration because of the time lag between turning off the pump and the initial release of tracer from the
STS into the main channel, as shown by the two-exponential RTD. The initial plateau concentration
results in a differentiation between t = 0 and t = T1 when (a) approximating tL from I

T1

T2 if T1 ≠ 0 for a
two-exponential RTD; and (b) approximating a best fit line for the first exponential decay function for
both the one- and two-exponential RTD, where the best fit line is fitted to data for T1 < t ≤ T2. Data in
the two-exponential RTD are from the STS at site 1 on Oak Creek shown in Figure 1b.
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has one characteristic timescale, denoted t1, computed as the
inverse slope of the exponential decay function (i.e., con-
centration curve). A two-exponential RTD has two charac-
teristic timescales (Figure 4) because the RTD has two
exponential decay functions. Exponential decay begins at T1,
which is the time for initiation of the first exponential decay,
and changes slope at T2, which is the time for initiation of
the second exponential decay. Note that T1 does not always
coincide with the time at the end of injection (i.e., turning off
the pump at t = 0) because, at some field sites, the RTDs had
an initial plateau concentration due to the time lag between
turning off the pump and the initial release of tracer from the
primary gyre into the main channel measured by the first EC
probe. The early time timescale, denoted t1, was estimated
from the inverse slope of the first exponential decay from
T1 ≤ t < T2. The second timescale, t2, was estimated from the
inverse slope of the second exponential decay from
T2 ≤ t < ∞ (Figure 4).
[29] Uijttewaal et al. [2001] developed an expression to

predict the mean residence time from the dead zone model
derived by Hays [1966] by incorporating the entrainment
hypothesis of Valentine and Wood [1977]. In this hypothe-
sis, E = kU, where E is the exchange velocity entering or
leaving the STS (Figure 1a); U is the mean main channel
velocity; and k is a dimensionless entrainment coefficient for
linear, first-order mass exchange:

tSTS ¼ WdSTS
kUdE

; ð10Þ

where dE is the depth at the main channel-STS interface;
W is the width of the STS normal to flow; and dSTS is the
mean STS water depth. The mean residence time can be
predicted from (10) using field-measureable parameters if the
entrainment coefficient, k, is known; however, to date, a pre-
cise estimate of k has not been found. Laboratory studies of
open channel flow past rectangular cavities suggest that k
ranges between values of 0.01 to 0.04 [Valentine and Wood,
1977; Seo and Maxwell, 1992; Wallast et al., 1999;
Uijttewaal et al., 2001; Kurzke et al., 2002; Weitbrecht and
Jirka, 2001; McCoy et al., 2006; Hinterberger et al., 2007;
Chang et al., 2007; Weitbrecht et al., 2008; Constantinescu
et al., 2009]; see Table 2. The predictive relationship in (10)
will be used as a basis for comparing mean residence time-
scales to stream hydromorphic parameters.

4. Results

[30] Note that all relationships reported in the results have
fits that are statistically significant at the p < 0.001 level.

4.1. Determination of 1- or 2-Exponential RTDs
From Experiments at STS Field Sites

[31] The distinction of whether a lateral STS was charac-
terized by a one- or two-exponential RTD was based on
RTDs of individual EC sensors placed within the STS dur-
ing NaCl injection experiments. As an example, consider the
concentration BTCs for individual EC probes during 3 dif-
ferent NaCl injections (with increasing initial concentration
injections from experiment 1 to 3) at Site 2P (Oak Creek,
Oregon) shown in Figure 5a. The location of each EC probe
is shown in the schematic in Figure 3c, where all EC probes
all located in the primary gyre region except probe 5 (EC5),
which is located in a secondary gyre. The result of placing
EC5 in a poorly mixed region (secondary gyre) is a time-lag
for this BTC to reach a steady state concentration compared
to the other BTCs. Oscillations in the steady state con-
centrations were due to the unsteady nature of gyres in the
vicinity of probes. When comparing probe locations in
Figure 3c to BTCs in Figure 5a, the steady state plateau
concentration increases from probes EC2 to EC8 (ignoring
EC 5) due to lower concentration stream water circulating
from the downstream region to the upstream region of the
STS. Highest NaCl concentrations occurred near the center
of the primary gyre due to the slower-moving velocities. t1
was computed for each EC probe (Figure 5b), which each
have a one-exponential RTD. All probes located in the pri-
mary gyre have consistent residence timescales, whereas
the probe in the secondary gyre has a significantly larger
residence timescale. The significantly differing residence
timescales in two different regions of the STS resulted in a
two-exponential RTD for the normalized mean concentration
BTCs for each experiment (Figure 5c). The placement of EC
probes can significantly influence the mean residence time-
scale and type of RTD obtained. All sensors located in poorly
mixed regions are removed during data analysis; however,
two-exponential RTDs can still arise if EC sensors in the
primary gyre are located near secondary gyres and are
influenced by secondary gyre exchange.
[32] For each normalized mean BTC, the early time decay

slope has less variability between experiments than the late-

Table 2. Laboratory Flume Studies and Estimated k Values

Laboratory Study Description of Flume Set-Up k a

This study Natural lateral STS 0.031 � 0.009 (n = 20)
Valentine and Wood [1977] Vertically submerged STS 0.02 � 0.01 (n = 67)
Seo and Maxwell [1992] Pools between gravelly riffles 0.037 � 0.032 (n = 12)
Wallast et al. [1999] Series of lateral groynes 0.02 � 0.01 (n = 4)
Uijttewaal et al. [2001] Series of lateral groynes 0.026 � 0.040 (n = 7)
Kurzke et al. [2002] Series of lateral groynes 0.024 � 0.014 (n = 15)
Weitbrecht and Jirka [2001] Series of lateral groynes 0.029 (n = 1)
McCoy et al. [2006] Single lateral groyne 0.061/0.032 (n = 1)
Hinterberger et al. [2007] Series of lateral groynes 0.027 (n = 1)
Chang et al. [2007] Vertically submerged STS 0.013 (n = 1)
Weitbrecht et al. [2008] Series of lateral groynes 0.024 � 0.014 (n = 18)
Constantinescu et al. [2009] Series of lateral groynes 0.018/0.014 (n = 1)b

aThe k value range is mean �2 standard deviations.
bRTD is a two-exponential distribution (initial phase k/final phase k).
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Figure 5. (a) Concentration BTCs for 3 different constant-rate NaCl injection experiments and all elec-
trical conductivity (EC) probes at Site 2P (Oak Creek, Oregon) shown in Figure 3. Oscillations in steady
state concentrations due to unsteady nature of gyres in vicinity of probes. Notice that the BTC for probe 5
lags behind the other probes because of its location in a secondary gyre (see Figure 3). (b) t1 computed for
each EC probe, which each have a one-exponential RTD. Error bars represent percent bias error. Notice
that all probes located in primary gyre (all but EC 5) have the same mean residence time, but the probe
in the secondary gyre has a significantly larger mean residence time. (c) Mean normalized concentration
BTCs for three NaCl injection experiments that show the range of variability between experiments, where
more variability exists at later times. The late-time variability is attributed to the relatively short time dura-
tion between experiments (�20 min), which results in more NaCl in poorly mixed regions (secondary
gyres) initially that exchanges with the primary gyre. Note that the size of markers for the field data
represent 1 standard error of the residence timescale (�2%).
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time decay slope (Figure 5c). The late-time variability is
attributed to the relatively short time duration between
experiments (�25 min), which results in more NaCl in
poorly mixed regions (secondary gyres) for experiments 2
and 3 initially than in experiment 1. The higher initial con-
centration in secondary gyres for later experiments results in
more solute exchange with the primary gyre, and changes
the late-time tailing behavior of the RTD. Therefore, when
using BTCs from multiple experiments to obtain residence
timescales, results from the first experiment are used for
comparison.

4.2. Comparison of Residence Timescales

4.2.1. Langmuir Timescale
[33] The area under the normalized concentration BTC for

T1 < t ≤ T2, (where T2 = ∞ in the case of a one-exponential
RTD), denoted IT1

T2 (Figure 4), yields a timescale that is a
good approximation to the Langmuir timescale, tL, (R

2 =
0.82) (Figure 6). Note that tL is defined as the primary gyre
mean residence time from the box model and:

tL ≅
ZT2

T1

C tð Þ
C t ¼ 0ð Þdt: ð11Þ

Therefore, for both one- and two-exponential RTDs, IT1

T2 is
approximately the mean residence time of the primary gyre.
A one-exponential RTD arises when only a single, large
primary gyre dominates the STS. A two-exponential RTD
arises when the STS is composed of a large primary gyre and
one or more counterrotating secondary gyres. For a two-
exponential RTD, the early time exponential decay
(T1 < t ≤ T2) results from the direct, relatively fast exchange
between the primary gyre and main channel. The late time

exponential decay (T2 < t < ∞) results from the slower
exchange of the smaller, slower-moving, counterrotating
gyres with the primary gyre that adds to the primary gyre
residence time. This result confirms that the early time
exponential decay in Figure 5c, which is due solely to the
primary gyre residence time, should not be influenced by
secondary gyre(s) as observed by the relatively consistent
early time exponential slopes of each mean BTC between
experiments and variance in late-time behavior.
[34] In Figure 6, residuals above the best fit line are an

overestimate of the primary gyre mean residence time aris-
ing from the influence of secondary gyre residence times due
to probes placed in close proximity to secondary gyres. The
two-exponential residuals below the best fit line are an
underestimate of the primary gyre mean residence time, and
arise due to the truncation of the first exponential decay at T2
when there is a larger component of the primary gyre mean
residence time within the second exponential decay.
4.2.2. Mean Residence Timescales
for One-Exponential RTDs
[35] A one-exponential RTD does not have tap because

the influence of secondary gyres is insignificant. This occurs
because either a large primary gyre dominates the STS or all
probes were placed within the relatively well-mixed primary
gyre and the rate of exchange with secondary gyre(s) was
negligible as their residence times were substantially larger
compared to the primary gyre mean residence time. How-
ever, in the field, the a priori proper placement of probes
only in the primary gyre is difficult because there is uncer-
tainty in the existence or location of secondary gyres. These
secondary gyres can form due to both the STS aspect ratio
and irregular STS wetted perimeter geometry, as shown in a
CFD model (Figure 1). Probes placed in these poorly mixed
locations add to the STS mean residence time and result in a

Figure 6. Comparison of the area beneath the normalized concentration curve for T1 < t ≤ T2, denoted
IT1

T2, to the Langmuir timescale, tL, for field data with one-exponential and two-exponential RTDs. Note
that the size of markers for the field data represent 1 standard error of the residence timescale (�2% for
IT1

T2 and�6% for the Langmuir timescale). These errors are associated with uncertainties in instrumentation
and measurement where, for the natural lateral STS, the electrical conductivity sensors yield a range of
error of �2%.
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measured apparent mean residence time for the STS, which
can be observed by obtaining a two-exponential RTD.
[36] All of the residence timescales are equal when a one-

exponential RTD arises. The inverse slope of the exponential
concentration decay function, t1, is equal to I0

∞ (Figure 7).
Therefore, tSTS = tL = t1 = I0

∞, and all of these timescales
describe the STS mean residence time because the domi-
nance of a primary gyre causes the STS to be relatively well
mixed and to exhibit the characteristics of an ideal CSTR.
4.2.3. Mean Residence Timescales
for Two-Exponential RTDs
[37] A two-exponential RTD can be characterized by both

a mean and an apparent mean residence time because the
STS is composed of a primary and one or more secondary
gyres, and EC probe placement captures the effects of their
residence timescales. We estimate the STS mean residence
time from I0

T2, where T2 < ∞, by assuming that a majority of
the primary gyre mean residence time resides within the first
exponential decay and compute the measured apparent STS
mean residence time, tap, from I0

∞ (Figure 4); thus, the STS
mean residence time is always smaller than the apparent
mean residence time.
[38] The STS mean residence time computed from I0

T2 is
approximately equivalent to the inverse slope of the first
exponential decay function, t1 (Figure 7), and tap is
approximately equivalent to the inverse slope of the second
exponential decay function, t2 (Figure 8). In Figure 7, I0

T2

and t1 are well correlated with a small range of variability
(about 30 percent) in residuals from the best fit line because
the first temporal moment from (8) is truncated at T2 to
estimate the mean residence time. A better estimation of the
STS mean residence time can be obtained from t1 for a two-
exponential RTD because this method avoids truncating the
area beneath the normalized concentration curve after T2.

Similar to computing tSTS from I0
T2 and t1, computing tap

from I0
∞ and t2 in Figure 8 results in a small range of vari-

ability in residuals between methods of up to 30 percent.
This variability arises because t2 is estimated from the
inverse slope for T2 ≤ t < ∞, whereas I0∞ comprises the area
beneath the entire RTD. These methods are approximately
equivalent because, in most cases, the time for initialization
of the second exponential decay occurs within a relatively
short period of time after injection ceases. Therefore, a better
estimation of the STS measured apparent mean residence
time is obtained from I0

∞, and the best estimation of the
additional residence time provided by the secondary gyres
is: I0

∞ � t1. In summary, tL < tSTS = t1 < tap = I0
∞, where the

Langmuir timescale is underestimated because of the over-
estimation of the entrainment discharge from (7). This
overestimation occurs because the entrainment discharge is
computed using the formulation: QinjCinj = QpmCSTS, where
CSTS > Cp; therefore, the Langmuir timescale is a minimum
mean residence time.

4.3. Comparison of Mean Residence Timescales
to Stream Parameters

[39] The ratio of the Langmuir to convective timescale is
linearly correlated to the STS aspect ratio (R2 = 0.74). This
suggests that the Langmuir timescale can be predicted from
three stream parameters: the mean main channel velocity,
the STS width, and the STS length (length of STS-main
channel interface, denoted L). The Langmuir timescale was
scaled by the main channel convective timescale (L/U),
which represents the travel time of fluid in the main channel
over a distance equal to the STS length (i.e., time over which
vortices in the shear layer will affect exchange through the
STS), and compared to theW/L aspect ratio (Figure 9). As both
the Langmuir timescale andWwere scaled by L, this timescale

Figure 7. Comparison of the area beneath the normalized concentration curve for 0 ≤ t ≤ T2, denoted I0
T2

where T2 = ∞ for a one-exponential RTD, to the inverse slope of the first exponential decay function, t1,
for field data with one-exponential and two-exponential RTDs. Both I0

T2 and t1 are measures of the STS
mean residence time, tSTS. Note that the size of markers for the field data represent 1 standard error of
the residence timescale (�2% for both timescales). These errors are associated with uncertainties in instru-
mentation and measurement where, for the natural lateral STS, the electrical conductivity sensors yield a
range of error of �2%.
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is only a function of the mean channel velocity and STS width.
Mean depths at the STS entrance and in the STS were not
included because they were nearly the same at field sites.
[40] The apparent mean residence time and STS mean res-

idence time both have good linear correlations to physically
based stream parameters using Uijttewaal et al.’s [2001] for-
mulation of the mean residence time (10) (Figure 10 and 11).
There is a strong correlation between tap and physically based
parameters (R2 = 0.82). The entrainment coefficient, k (inverse
slope in Figure 10), is 0.016� 0.007 for all data, and 0.019�
0.006 for the field measurements. The STS mean residence
time computed from t1 also has a strong linear correlation to
physically based stream parameters (Figure 11) (R2 = 0.75)
with k = 0.031� 0.009, which predicts exchange that is about
two times faster than the apparent mean residence time.

5. Discussion

5.1. Assumptions of the Box Model for STS

[41] The box model assumes (1) the primary and sec-
ondary gyres are well mixed; (2) a steady flow field; and
(3) neither sources nor sinks exist other than the pump
(specified as a source); however, each of these assumptions
is violated in the field to some degree. First, natural lateral
STS are not composed of perfectly well mixed gyres. Gyres
have a nearly stagnant inner core and higher velocities
toward their outer region, which disproportionately disperses
mass that becomes entrained [Kang and Sotiropoulos,
2011]. A tracer entering a gyre can either disperse radially
relatively fast or become entrained in the slower, nearly
stagnant inner core with longer residence times. Second,
exchange of mass and momentum through natural lateral
STS occurs because turbulent mixing processes are inher-
ently unsteady. The flow dynamics of exchange in natural

lateral STS are complex due to velocity and pressure fluc-
tuations in the shear layer that interact with and produce
unsteady recirculating flow in the STS. However, we assume
that these fluctuations are small relative to the mean velocity
and pressure flow fields, and are rapid relative to the
exchange timescales, so that we can solve for a steady state
solution. This assumption is based on literature review of
flow past lateral cavities in the range of W/L and Re studied,
where similar flow features are observed and the flow struc-
tures in the mean do not change significantly [Uijttewaal
et al., 2001; Weitbrecht et al., 2008]. Last, assuming nei-
ther sources nor sinks exist in the STS (other than the pump)
ignores hyporheic exchange through the streambed. This
assumption was made because (1) as observed in the field,
natural lateral STS have streambeds comprised predomi-
nantly of fine silts and clays, which have relatively low per-
meability; (2) hyporheic exchange processes are slow and
have relatively long timescales of exchange that range from
hours to days [Harvey and Bencala, 1993; Boulton et al.,
1998; Harvey and Wagner, 2000; Haggerty et al., 2002;
Wörman et al., 2002, 2007; Gooseff et al., 2003; Dent et al.,
2007; Cardenas, 2008; Cardenas et al., 2008; Bencala,
2011]; and (3) the timescale of the NaCl injection experi-
ments was relatively short (on the order of 10 to 30 min per
experiment).
[42] The box model is a 2-D representation of the 3-D

flow field in natural lateral STS studied. The box model is
2-D because the depth is shallow at the STS field sites where
the main channel depth is nearly the same as the STS depth
(Table 1). In cases where STS depth is close to channel
depth, eddies in the shear layer are quasi-two dimensional,
and in cases where the STS depth significantly differs from
the channel depth, fully three-dimensional eddies form in the
shear layer [McCoy et al., 2007, 2008]. Therefore, for the

Figure 8. Comparison of the area beneath the normalized concentration curve for 0 ≤ t < ∞, denoted I0
∞,

to the inverse slope of the second exponential decay function, t2, for field data with two-exponential
RTDs. Both I0

∞ and t2 are measures of the measured apparent STS mean residence time, tap. Note that
the size of markers for the field data represent 1 standard error of the residence timescale (�2% for both
timescales). These errors are associated with uncertainties in instrumentation and measurement where, for
the natural lateral STS, the electrical conductivity sensors yield a range of error of �2%.
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Figure 9. Comparison of ratio of Langmuir timescale, tL, to the main channel convective timescale
(length at main channel-STS interface to mean main channel velocity, L/U) versus the STS aspect ratio
(STS width to length at main channel-STS interface, W/L). Note that the size of markers for the field data
represent the range of error, which is 1 standard error (�6% for the scaled Langmuir timescale and �1%
for theW/L aspect ratio). These errors are associated with uncertainties in instrumentation and the velocity
flowmeter, which yields a range of error of �2%.

Figure 10. Comparison of the measured apparent mean residence time of STS (estimated as the area
beneath the normalized concentration curve for 0 ≤ t < ∞, denoted I0

∞) to physically based stream proper-
ties (based on Uijttewaal et al. [2001] mean residence time from (9)). Note that the size of markers for the
field data represent the range of error, which is 1 standard error (�2% for I0

∞ and �5% for the Uijttewaal
et al. [2001] timescale). These errors are associated with uncertainties in instrumentation and velocity
flowmeter, which yield a range of error of �2%. The estimated entrainment coefficients from the trend
lines are 0.016 � 0.007 for all data, and 0.019 � 0.006 for the field data.
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field sites studied, vertical momentum flux does not play a
significant role in residence time and the box model can be
represented as 2-D.

5.2. Langmuir Timescale

[43] The Langmuir timescale (primary gyre mean resi-
dence time for STS) is the minimum mean residence time
and has implications for stream ecology and restoration. For
example, stream restoration projects typically emplace in-
stream structures that increase physical and biological
diversity; however, different structures may enhance the
growth of different types of biotic communities because
residence times generated by flow conditions and the struc-
tures’ aspect ratios will affect the nutrient uptake capabilities
of the stream [Argerich et al., 2011]. As the minimum resi-
dence timescale scales with mean channel velocity and STS
width, these two parameters can be used to predict the
minimum residence time within lateral STS. This will be a
powerful tool because predicting this timescale has minor
data collection requirements.

5.3. STS Mean and Apparent Mean Residence Time

[44] The STS mean residence time—i.e., the mean resi-
dence time that would be observed in the main channel from
a conservative tracer test—is only dependent on the primary
gyre mean residence time. The STS mean residence time is
best estimated by the inverse slope of the first exponential
decay curve, t1. The Langmuir timescale is the primary gyre
mean residence time (as derived from the box model) for a
one-exponential RTD, but this timescale is underestimated
for a two-exponential RTD due to the formulation used to
compute the entrainment discharge: QinjCinj = QpmCSTS,
where CSTS > Cp.

[45] The secondary gyres add to the apparent measured
mean residence time if these gyres’ concentrations are
included in the average. It is the volumes, not residence
times, of the secondary gyres that always influence the mean
residence time of the primary gyre (refer to (5)). Conse-
quently, estimation of STS mean residence time using tracer
measurements within the STS zone is subject to error unless
sensor emplacement in secondary gyres can be avoided.

5.4. Flow Field Physics in Natural Lateral STS
and Implications for a One-Exponential RTD

[46] Aspect ratios (W/L) less than 0.5 result in the devel-
opment of a two-gyre recirculation pattern with the second-
ary gyre forming in the upstream corner (see Figure 1).
Aspect ratios 0.5 < W/L < 1.5 result in the development of a
one-gyre recirculation pattern with possible small secondary
gyres in the upstream and downstream corners near the STS
bank [Weitbrecht, 2004; McCoy et al., 2008]. These general
rules apply to idealized STS geometries, such as rectangular
cavities. In natural systems, similar patterns develop, with
the exception that more secondary gyres can form because of
irregular wetted perimeters due to rocky banks and vegeta-
tion. The production of a one-exponential RTD does not
necessarily imply that the STS is composed of only a single
primary gyre, but that the STS is dominated by the primary
gyre and the effect of smaller counterrotating gyres is neg-
ligible because either their volumes or exchange rates with
the primary gyre are sufficiently small. Note that for an ideal
(well mixed) CSTR, tL = tSTS = t1 [Nauman, 1981a].
Therefore, we can assume that one-exponential RTDs apply
to lateral STS that are sufficiently well mixed.

Figure 11. Comparison of the STS mean residence time (estimated as the inverse slope of the first expo-
nential decay function, t1) to physically based stream properties (based on Uijttewaal et al. [2001] mean
residence time from (9)). Note that the size of markers represent the range of error, which is one standard
error (�2% for t1 and �5% for the Uijttewaal et al. [2001] timescale). These errors are associated with
uncertainties in instrumentation and velocity flowmeter, which yield a range of error of �2%. Note that
the estimated entrainment coefficient from the field data (k = 0.031) is greater than that for the apparent
measured mean residence time by a factor of approximately 2.
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5.5. Scaling Relationships

[47] Scaling from a single lateral STS to a distribution
along a reach is an important application. While a detailed
treatment of this is beyond the scope of this paper, two
comments can be made. Since the application of the scaling
law is an important consideration in scaling, we limit our
comments to conservative solute transport.
[48] First, in the unlikely case that all STS zones are of the

same size and shape, the conservative solute’s transport will
be governed by tSTS = t1 and As/A, and As/A will be deter-
mined by a simple summation of STS volumes. Once these
values are determined, the models in the literature for a single
timescale of exchange [e.g., Bencala and Walters, 1983 and
subsequent references] will be applicable. The breakthrough
curve will be a classical advection-dispersion curve with an
exponential tail governed by tSTS = t1 and As/A.
[49] Second, in the more likely case of a distribution of

sizes and shapes of STS zones, the distribution must be
quantified and then properly applied at the reach scale. For
the sake of illustration, let us assume a power law distribution
of STS widths but (unrealistically) all other parameters are
constant. Furthermore, let us assume that transient storage is
dominated by STS. Let us assume a pdf of STS volume that
takes the form b w3-a, where b is a scaling parameter with
units [La-4] and a value such that the pdf integrates to 1. This
pdf will generate a pdf of inverse timescales tSTS

�1 � wa�3.
Haggerty et al. [2000] derived the relationship between a
distribution of inverse timescales (rate coefficients) and a
breakthrough curve. This distribution of STS widths will
generate a breakthrough curve with power law late-time
behavior, C(t)� t�a. Note that our use of a here is equivalent
to Haggerty et al.’s k, which we cannot use because of vari-
able duplication. For example, consider a pdf of widths�w1,
which is a distribution of STS zones where the volume
fraction of the STS is linearly proportional to the STS width.
This will generate a breakthrough curve C(t) � t�2, up to the
t� tSTS

�1 given by (9) for the largest STS width, at which time
the breakthrough curve will begin to decay exponentially.

5.6. Entrainment Coefficient

[50] An entrainment coefficient of 0.019 � 0.006 pre-
dicted for tap is within the range of laboratory experiments
(Table 2) of open channel flow past lateral rectangular cav-
ities, whereas an entrainment coefficient of approximately
0.031 � 0.009 for tSTS is on the higher end of previously
measured values. However, for a number of reasons, we
postulate that the tSTS k ≈ 0.031 is a better predictive value
for computing mean residence times of natural lateral STS
studied. First, laboratory experiments use more ideal geom-
etries than observed in field configurations. Natural lateral
STS, as observed in the field, typically are shallow (i.e., bed
friction plays a role in slowing exchange) and have irregular
wetted perimeters that are able to form a greater number of
secondary gyres compared to lab experiments. As these
additional gyres are small and are located within the shal-
lowest regions of the STS (Figure 1b), their residence times
typically will have less of an influence on the primary gyre
mean residence time, causing a faster exchange rate through
the STS. Second, laboratory studies of flow past a series of
lateral cavities typically take experimental measurements
starting from the fourth through sixth cavity downstream to
ensure a fully developed shear layer [Uijttewaal, 2005]. This

yields consistent exchange rates among cavities adjacent to
the fully developed shear layer [Weitbrecht et al., 2008]. The
first few cavities (i.e., the cavities farthest upstream in a
series of lateral cavities that are more representative of a
natural STS) are adjacent to an unstable (not fully devel-
oped) shear layer, which causes each of these cavities to
have differing exchange rates because the dimensions of the
primary recirculating gyre decreases downstream, allowing
secondary gyres to increase in size [McCoy et al., 2008].
Thus, laboratory measurements were collected from cavity
flow fields with smaller primary gyres and larger secondary
gyres for similar cavity aspect ratios (W/L), which increases
mass entrainment and mean residence time and decreases
mass exchange. Last, a study by Seo and Maxwell [1992]
constructed a pool and riffle stream in a large experimental
flume by placing gravel on the riffles to simulate STS
geometries representative of natural streams. This study
obtained an empirical entrainment coefficient of 0.037 �
0.032 (n = 12), which is close to our value of 0.031. Com-
parison of natural lateral STS to laboratory experiments is
difficult because few studies have been done on turbulent
open channel flow past open lateral cavities in environments
representative of streams. However, the relatively narrow
range of values estimated for k from lab experiments and
field measurements indicate that the STS mean residence
time may be predicted using Uijttewaal et al.’s [2001]
equation (10). Note that the predictive relationship may not
be a universal relationship representative of all lateral STS in
natural streams, but will be applicable for a range of Re and
STS geometries. Other predictive relationships also may be
needed to represent STS with slightly differing flow fields,
such as STS characterized by shear layers that do not span
the entire STS length or STS generated by in-streamflow
obstructions, such as logs, where flow enters the STS both
through a shear layer and over the top of the log, which is
analogous to the case of flow past a submerged groyne.
[51] An explanation for the variability of k between lab-

oratory and field experiments is elusive and is a topic worthy
of further research. We hypothesize that other parameters
not accounted for in (10), such as streambed and stream
bank roughness characteristics and vegetative drag may also
influence k and, therefore, may help to explain (and possibly
reduce) some of the variability. The roughness character-
istics of natural lateral STS typically will be rougher than
their more ideal counterparts studied in laboratory flumes for
given flow and geometry conditions. Increased roughness
likely will decrease the vorticity in the STS and subse-
quently decrease mass exchange and increase STS mean
residence time, which may reduce the variability in k
between lab and field experiments; however, an exact rela-
tionship has not been identified to date.

6. Summary and Conclusions

[52] The purpose of this paper is to define the appropriate
mean residence time of lateral STS in small streams for a
range of flow conditions (5000 ≤ Re ≤ 200,000) and STS
geometries (0.2 ≤ W/L ≤ 0.75) in a way that will guide
quantitative field measurements, and to relate residence
timescales to field-measureable parameters. Five study
objectives were defined: (1) to develop a theoretical mean
residence time for lateral STS as a basis for comparing resi-
dence timescales defined in the literature; (2) to quantitatively

JACKSON ET AL.: SURFACE TRANSIENT STORAGE MEAN RESIDENCE TIME W10501W10501

16 of 20



relate residence timescales to determine the appropriate metric
for the STS mean residence time; (3) to determine when an
apparent mean residence time arises; (4) to relate residence
timescales to physically measureable parameters in the field to
develop predictive relationships; and (5) to provide physical
explanations for different residence timescales and for the
occurrence of one- or two-exponential RTDs using fluid
dynamics.
[53] Two theoretical residence timescales were derived to

characterize natural lateral STS: a mean residence time and an
apparent mean residence time. Themost appropriate metric for
estimating the STS mean residence time is the inverse slope of
the first exponential decay, t1. The STS mean residence time,
tSTS, is the primary gyre mean residence time. An apparent
measured mean residence time, that is larger than the STS
mean residence time, arises when secondary gyres are inad-
vertently included in the mean residence time calculation due
to the placement of probes within these poorly mixed
locations.
[54] The Langmuir timescale is the minimum mean resi-

dence time of lateral STS. This result has important impli-
cations for stream ecology and restoration projects because
this timescale may be used in the design of in-stream struc-
tures typically emplaced into streams to enhance biodiver-
sity. The Langmuir timescale, when scaled by the main
channel convective timescale, L/U, has a linear correlation to
the STS W/L. From this correlation, the Langmuir timescale
can be predicted using two stream parameters: the mean
channel velocity, and STS width.
[55] Natural lateral STS are characterized by one- and

two-exponential RTDs. One-exponential RTDs arise when a
large primary gyre dominates the STS. Two-exponential
RTDs arise when the STS is composed of a large primary
gyre and a number of smaller, counterrotating secondary
gyres generated by an irregular boundary. The early time
exponential decay is due to direct, relatively fast exchange
between the primary gyre and main channel, whereas the late
time exponential decay is due to the combined effects of
slower exchange of the smaller, slower-moving, counter-
rotating gyres with the primary gyre and the exchange of the
primary gyre with the main channel.
[56] The STS mean residence time was estimated using

the predictive relationship developed by Uijttewaal et al.
[2001] based on field-measureable stream parameters. An
entrainment coefficient of k = 0.031 � 0.009 was estimated
from the field data using the STS mean residence time.
Variability in estimated values of k between laboratory and
field experiments may possibly be explained (and reduced)
by accounting for other physical factors not currently in the
predictive relationship, such as roughness characteristics of
the STS bank and bed and vegetative drag, and this is a topic
worthy of further research.

Appendix A
A1. Data Collection for RANS CFD Model

[57] Detailed morphological and flow field measurements
were taken of a lateral STS at Site 1P. STS morphology and
water surface were surveyed using a Topcon GTS-230W
total station [Topcon Corporation, 2008] to obtain a grid for
the CFD model. The maximum streamwise distance surveyed
was 1 m upstream and 2 m downstream. Streambed topol-
ogy was surveyed with a sample spacing density of about

3–5 cm between point measurements in the STS and with a
sample spacing density of about 5–10 cm between points in
the main channel. The mean water surface was obtained by
randomly surveying points with a sampling density of about
10 points/m2.
[58] Instantaneous, three-dimensional velocities were

measured in the main channel and shear layer using an
acoustic Doppler velocimeter (ADV) [SonTek, 2001], which
has a 10 cm distance from the transducer and 25-Hz sam-
pling rate. Main channel velocities were measured along one
transect (normal to flow) at about 1 m upstream of the STS
zone, and shear layer velocities were measured along one
transect (parallel to flow) at time durations of 60 s for each
measurement. Mean flow and turbulence quantities (i.e.,
turbulence intensity and kinetic energy) were obtained from
the ADV data and used to validate the RANS CFD model.

A2. Description of RANS CFD Model

[59] The 3-D RANS CFD model has an unstructured grid
and flow boundary conditions specified 1 m upstream and
downstream of the STS (Figure 1b; zoomed in plan view
image). The grid geometry was formulated in the commer-
cial grid generation software, Pointwise. A periodic flow
boundary condition (based on the mean channel velocity of
0.35 m/s) was used to obtain a fully developed velocity
profile inlet boundary condition. A velocity profile inlet
boundary condition and a pressure outlet boundary condition
were specified upstream and downstream of the STS,
respectively. A no-slip boundary was specified for the
streambed and banks and the water surface was specified as
a slip boundary.
[60] A commercial RANS finite volume solver, Star-CCM+,

was used to solve the RANS equations with the standard k� ɛ
turbulence closure model and wall functions (see Wilcox
[2006] for further details). Both the SST Mentor k � W and
k � ɛ models were used for detailed verification tests on ide-
alized lateral rectangular storage zone geometries at the same
Re and similar W/L. The verification tests show good agree-
ment with experimental as well as large-eddy simulation
results published in the literature [Drost et al., 2012]. The flow
prediction did not significantly change when using either tur-
bulence closure. For the relatively complex 3-D STS geome-
try, the k � ɛ model was used mainly because this closure
model was easier to obtain a converged solution compared to
the SST Mentor k � W model. A grid refinement study
was done where the number of control volumes increased
from approximately 7 million (0.02 to 0.04 m cell size), to
23 million (0.01 to 0.02 m cell size), and 68 million (0.005 to
0.01 m cell size) with each cell reduced in size by half
between grids. The flow structure, including the number of
gyres, and the mean velocity field did not change when the
grid was refined.

Notation

A Main channel cross-sectional area, [L2]
As STS cross-sectional area, [L2]
C STS concentration, [ML�3]

Cinj Mean concentration of the injected tracer, [ML�3]
Cm Main channel concentration, [ML�3]
Cp Primary gyre concentration, [ML�3]
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Cs Secondary gyre concentration,
[ML�3]

CSTS Mean STS concentration, [ML�3]
dE Mean water depth in shear layer, [L]

dSTS STS water depth, [L]
E Entrainment velocity, [LT�1]

F(tr) STS residence time distribution, [T�1]
I Integration beneath normalized concentration curve, [T]

I0
T2 Integration for 0 ≤ t < T2, [T]
IT1

T2 Integration for T1 < t ≤ T2, [T]
I0
∞ Integration for 0 ≤ t < ∞, [T]
k Dimensionless entrainment coefficient, [-]
L Length at main channel-STS interface (shear layer),

[L]
Qinj Volumetric injection rate from external source,

[L3T�1]
Qps Volumetric exchange between primary and secondary

gyre, [L3T�1]
Qpm Volumetric exchange between main channel and pri-

mary gyre, [L3T�1]
t Current time, [T]
ti Time of initial entrainment, [T]
tr Current residence time of solute particle, [T]
T1 Time for initiation of first exponential decay, [T]
T2 Time for initiation of second exponential decay, [T]
U Mean main channel velocity, [LT�1]
V Volume, [L3]
Vp Primary gyre volume, [L3]
Vs Secondary gyre volume, [L3]

VSTS STS volume, [L3]
W STS width, [L]
Wp Wetted perimeter, [L]
bs Fraction of STS volume occupied by secondary gyres,

[-]
t Characteristic timescale of exponential decay, [T]

tap Measured apparent STS mean residence time, [T]
tL Langmuir timescale (equation 6), [T]
ts Mean residence time of secondary gyre, [T]

tSTS STS mean residence time, [T]
t1 Inverse slope of first exponential decay function, [T]
t2 Inverse slope of second exponential decay function,

[T]
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