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Soil respiration, or the combined g@missions from roots and soil
microorganisms, constitutes one of the largese®ss carbon (C) from terrestrial
ecosystems. The major drivers of soil respiratwmgch include soil moisture,
temperature, and substrate quality, have been kifiowsome time. Nevertheless,
correlations between these drivers and soil respiraary substantially by site, and
there is a lack of mechanistic principles that wicallow prediction of soil respiration
rates across sites and through time. Here | préseee studies that attempted to
characterize and differentiate biological and ptgismechanisms controlling soil
respiration. The purpose of the first study waquantify the proportion of soil
respiration derived from ectomycorrhizal (EcM) fahgnats, which can form dense
aggregations of hyphae near the surface of fooglst 8y comparing respiration rates
on mats with neighboring non-mat soils, | estimédtet approximately 10% of soil
respiration was derived from EcM mats in an oldvgifoDouglas fir forest site.
Seasonally, mat contributions correlated with smisture, which may be due to a

physiological response of EcM fungi, but it aldcely related to moisture impacts on



CO;, flux contributions in deep soil below where EcMtstend to colonize. In the
second study | examined diel patterns of soil rasjpin, and used a gas diffusion model
to develop a theoretical basis for why respiratfoaften lagged several hours from soill
temperature. This study demonstrated that soil &egigas transport can cause complex
diel patterns in soil respiration, which must beamted for to correctly interpret the
impacts of temperature and other forcing factorsahrespiration. Finally, the third
study examined the carbon isotopic compositiordfrespiration §**C0O,), and
whetherd'*CQ, is influenced by recent plant photosynthatesassiteen suggested
previously, or instead by microbial or gas-transgdiects. | ruled out microbial effects
as a possible influence on moisture-rel@E€ 0O, dynamics, but showed that gas-
transport likely influenced measurementS60; at high and low-moisture.
Collectively, an important conclusion from thesedéts is that analysis of soil
gradients, including gradients in environmentaldibans, biological activity, and soil
physical properties across the soil profile, hétpexplain the dynamics of G@luxes
from the soil surface. By examining respiratioragsroduct of processes occurring
across soil profiles, in contrast to treating saila flat surface or a homogenous

medium, more mechanistic and universal relatiorsshgcome apparent.
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DISTINGUISHING BIOLOGICAL AND PHYSICAL CONTROLSON SOIL
RESPIRATION



CHAPTER ONE: GENERAL INTRODUCTION

The study of soil respiration by many accountslieen fairly slow to advance.
For example, respiration is widely representedgisimple temperature relationships
that have been modified little since the 1800s (Bsanet al, 2006a). The basic
drivers of soil respiration, including temperatureisture, oxygen, and substrate
supply, have been known for many decades (Hil@98). Yet there are several
indications that common ways of describing soipregion are insufficient.
Representing respiration as a function of moistuma temperature produces estimates
of temperature and moisture sensitivity that vasatly by site (Hibbaret al, 2005),
suggesting these are overly simplistic represantatihat miss important modulating
variables. A recent comparison of the Biome-BGC el@gjainst ground measurements
demonstrated substantial errors in its abilitytedict soil respiration, which far
exceeded errors for other components of the faaston cycle (Mitchelet al, in
press). Soil respiration patterns from differentsts differ so widely that there is little
consensus around the effects of major environmeatables, such as vegetation type,
successional status, and site quality (Rustaal, 2001; Ryan & Law, 2005).

At the same time, because soil respiration isgeland variable C{flux from
terrestrial ecosystems, demand grows for bettermmdition and more universal
predictive principles. On a global basis, soil respn emits eight to ten times more
CO, to the atmosphere than all fossil fuel emissi@chlesinger & Andrews, 2000).

Furthermore, in forest ecosystems, intersite atefamnual comparisons indicate that



variability in respiration is a major determinamfarest carbon balance (Savage &
Davidson, 2001; Valentiret al, 2000). In many cases soil respiration is thedstg
pathway for respiratory losses from forests (Jasisal, 2007; Lawet al, 1999).
Therefore, under changing climate regimes, thearagborage capacity of ecosystems
is likely to depend substantially on the resporfssod respiration.

Part of the challenge in advancing more universatdptions of soil respiration
is that several different analysis approaches affeclusions that are difficult to
reconcile. For example, simple empirical modelsehlagen quite successful at
describing temporal dynamics of respiration witv i planatory variables. Using
multiple regression, most of the variability inls@spiration can be explained by
temperature alone, and including soil moisturerasxglanatory variable often accounts
for much of the residual variability (Hibbaed al, 2005; Martin & Bolstad, 2005)
However, a number of other studies have also detrated close linkages between soil
respiration and photosynthesis (Badtral, 2009; Campbekt al, 2004; Hogbergt al,
2001; Irvineet al, 2008). These studies demonstrate the importémbfacanopy
processes in addition to soil conditions, partidyléor explaining autotrophic (root and
rhizosphere) components of soil respiration. Adlsuccessful form of analysis has
been a purely physics-based approach, describihgustace fluxes with principles of
gas diffusion, and more recently, advective proegsAt the spatial scale of a single

soil profile or pedon, fluxes modeled from physipedcesses have compared quite well
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with soil surface flux measurements (Massman & kra2006; Pumpaneet al, 2003;
Risk et al, 2002; Tanget al, 2003)

How is it possible that such disparate approaahe@gs$cribing soil respiration
have found strong evidence in their support? Hateanswer must be that multiple
processes are correlated with each other. For deatemperature affects respiration
rates both directly by impacting enzyme kineties] andirectly through influences on
substrate supply, soil moisture, and rates of ¢fasstbn (Davidsoret al, 2006a).
Empirical models demonstrate that temperature pontant, but new work needs to
address justowtemperature and other environmental variables emibe soil
respiration.

The overarching goal of this dissertation was &s¢eapart some of the multiple
influences that moisture and temperature can hawib respiration. In particular, |
was interested in separating soil physical andbigickl responses to these forcing
factors. An approach | used throughout this dissiert was to analyze types of datasets
that previously have been used to assess biologispbnses to temperature or
moisture, and to consider how soil gas transpdéecef might alter those interpretations.

In Chapter Two, | examined how much a particulanponent of the soil biota
contributes to forest soil respiration. Ectomycaah (EcM) fungi, which form
symbioses with plant roots, are thought to contalausubstantial proportion of forest
soil respiration, but their intimate associationthwoots generally make their

contributions difficult to quantifyn situ. Taking advantage of an EcM genus that forms
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dense hyphal mats near the soil surface, | quadtBicM mat respiration by comparing
surface flux rates from adjacent mat and non-miéd.sthe patchy nature of ECM mats
make them useful experimental subjects, but theetlfiat they only colonize near the
soil surface potentially complicates interpretatodrtheir contributions, because surface
flux rates incorporate C{produced throughout the soil profile. A componefrhis
study examined whether moisture-related variatitBdM mat contributions was a
physiological response of EcM fungi, or was instdad to physical effects of moisture,
which impacts how easily CQliffuses from deeper soils underlying EcCM mats.

In Chapter Three, | examined whether diel oscdiatiin soil respiration are
associated with physical transport processes @r dilelogical or environmental
influences. Many recent studies have found sinagdmalriations in soil respiration rates
over the course of a day, but peak soil respiratades are often offset by several hours
from peak soil temperatures. Both biological anggatal explanations have been
suggested for these lags, and there is currentboneensus on their causes or how such
data should be analyzed to interpret respiratiofprature sensitivity. In this study |
employed a one-dimensional soil €&nhd heat transport model to demonstrate a
theoretical basis for lags between surface fluxsmbtemperatures, and to examine the
influence of soil properties and environment ontlages.

In Chapter Four, | examined moisture effects @ndéwrbon isotopic composition

of soil respiration&>C0O,), and tested whether moisture-related variatiauis to

changes in th&"*C of newly-assimilated carbon, as has been preljicusjgested, or is
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instead related 1) to gas-transport effects, ¢o 2pil microbial responses to moisture. |
performed greenhouse experiments to examine meisftects on plant- and microbial-
respiredd*C0O,, and modeled the experimental systems to exanutenpal gas-
transport effects.

In Chapter Five, | offer some general conclusionsll three studies.

Bahn M, Schmitt M, Siegwolf R, Richter A, Briiggenmad (2009) Does
photosynthesis affect grassland soil-respired @@l its carbon isotope
composition on a diurnal timescal¥ew Phytologist]182, 451-460.

Campbell JL, Sun OJ, Law BE (2004) Supply-Side @oston Soil Respiration Among
Oregon Forest&lobal Change Biologyl0, 1857-1869.

Davidson EA, Janssens IA, Luo Y (2006) On the \mlitg of respiration in terrestrial
ecosystems: moving beyondQGlobal Change Biologyl2, 154-164.
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CHAPTER TWO: CONTRIBUTIONSOF ECTOMYCORRHIZAL FUNGAL
MATSTO FOREST SOIL RESPIRATION

Claire L. Phillips, Laurel Klubedulia Pedersen, and Barbara J. Bond



ABSTRACT

Ectomycorrhizal (EcM) fungi are a prominent andquhiious feature of forest
soils, forming symbioses with many tree speciesthare are few studies quantifying
their impacts on forest carbon cycles. A subsé&a fungi form dense, perennial
aggregations of hyphae, which have elevated rdgpireates compared with
neighboring non-mat soils. These mats are a fotE€M activity and thereby a natural
observatory for examining how EcM fungi impact sztbon cycling. In order to
constrain estimates of the contributions of EcMgiuto forest soil respiration, we
guantified the proportion of total soil respiratithrat was derived from EcM mat soils in
an old-growth Douglas-fir forest in western Oreg®me dominant genus of mat-
forming fungi,Piloderma covered 56.6% of the soil surface afdodermamats were
monitored for respiration rates over two growingsans and found to have on average
~16% higher respiration than non-mat soil. Diffea@snin mat and non-mat respiration
were most likely due to microbial activity, and werot related to root biomass or other
soil properties. We estimat&llodermamats were responsible for approximately 9.6%
of total soil respiration, and 32-40% of rhizosghegspiration in this old-growth forest

stand.

INTRODUCTION
Soil flux measurements integrate plant and micigimacesses that differ in

function and environmental sensitivity (Carbone &ryas, 2008; Trumbore, 2006).
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Increasingly, researchers are quantifying bothtappbic and heterotrophic
components of soil respiration to assess thesmdigtrocesses (Bond-Lambewsy al,
2004; Subkeet al, 2006). However, the convenient operational daedéiniof
“autotrophic” soil respiration pools together fligsxiom roots and microbial symbionts,
and does not capture differences in activity betwtbese two types of biota that may
critically impact carbon and associated nutriedey. In forest ecosystems in
particular, respiration by ectomycorrhizal (EcMhfiiis thought to be a major
component of soil respiration, perhaps accountmg$ much as 25% of soil flux
(Heinemeyeet al, 2007). Quantifying respiration from EcM funigisituis a
tremendous challenge because of their intimatecaggms with roots, but several taxa
of EcM fungi form mats, or dense aggregations qittae, where they locally dominate
the soil, allowing EcM activity to be detected riyadSeveral mat-forming taxa are
common in mature forests of the Pacific Northwast] our goal was to utilize their
abundance to quantify ECM mat contributions toltetal respiration.

The EcM symbiosis is critical for growth of mangértaxa (Read & Perez-
Moreno, 2003), and EcM fungi are a ubiquitous featf forest soils. EcM fungi use
carbohydrates supplied by plant hosts to mobiliggients from soil, and translocate
nutrients back to the host. Laboratory studief wite seedlings have shown allocation
to EcM fungi accounts for 1% to 21% of net primprgduction (reviewed by Hobbie,
2006), and extraradical EcM mycelia have been eséichto constitute as much as one-

third of microbial biomass in a coniferous forddtgberg & Hogberg, 2002).
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Although the functions performed by EcM fungi arical for forest
productivity, ECM respiration is rarely quantifiedectly. More often, the pooled
respiration from roots, their mycorrhizal symbiqraad free-living rhizosphere
microbes is measured, which is termed “rhizosphespiration” (Carbonet al, 2007;
Irvine et al, 2005), “autotrophic soil respiration” (Tang & Balcchi, 2005), or even
“root respiration” (Bhupinderpal-Singtt al, 2003; Ekblacet al, 2005). Roots and
EcM fungi have qualitatively and quantitativelyfdifent functions in soil, and there are
reasons to expect substantively different outcoimeforest carbon balance depending
on the relative activity of ECM fungi versus roots.

For example, EcM fungi are likely to turn over plalerived carbon more
rapidly than roots. EcM fungi secrete high levdlgxdracellular enzymes, and several
studies have found bacterial communities associaiddEcM hyphae, indicating
secretions may become rapidly consumed by freagimicroorganisms in the soill
(Garbaye, 1994; Warmingt al, 2009). EcM roots are also associated with lower p
and higher levels of mineral weathering than norconshizal roots due to secretions of
organic acids (Hofflanét al, 2004). Although non-mycorrhizal roots secretexynaf
these compounds as well, concentrations of exttdaekenzymes are generally
correlated with levels of EcM fungal biomass (Sidcher al, 2002).

EcM fungi also have the ability to decompose saglamic matter through
extracellular enzymatic activity (Read & Perez-Mare2003; Talboet al, 2008). The

traditional view of mycorrhizal fungi is that thegceive C primarily from their host
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plants. EcM fungi, however, are capable of molligzand assimilating low-molecular
weight organic compounds such as amino acids. Erigifproduce extracellular
enzymes that can decompose a range of organic eordppand in laboratory cultures
they can metabolize as their sole C source relgitlaege and recalcitrant compounds
such as chitin, cellulose, and polyphenols (Caig&eyhambers, 1999; topic reviewed
by Read & Perez-Moreno, 2003; Trojanowskal, 1984). Although the decomposer
behavior of EcM fungi is likely limited in compaas to obligate saprotrophs (Reeid
al., 2004), it nevertheless has important implicatifmndorest carbon balance. Rather
than only turning over recently assimilated plaantoon, EcM fungi can mobilize older
and more stabilized soil carbon, potentially redgdhe carbon storage potential of
forest soils.

The magnitude of respiration from EcM fungi is ailsgortant to quantify
because EcM fungi may differ from roots and otler @rganisms in response to
environmental change. Although respiration of EaMdi can be strongly influenced by
the availability of carbon from plant hosts (Heireraret al, 2006), EcM activity may
become uncoupled from plants for periods due tqualiife cycles and environmental
tolerances. For example, EcM fungi in temperatedts can produce high levels of
extracellular enzymes during the winter, when phptthesis rates decline (reviewed in
Talbotet al 2008). EcM fungi also often produce sporocarpendua narrow seasonal

time window (Selosset al, 2001), and the phenology of these events asasedbil
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resource availability are thought to influence fahgrowth and respiration rates
(Heinemeyeet al, 2007; Olssoret al, 2002; Vargas & Allen, 2008a).

To constrain estimates of the contributions of Eaklgi to soil respiration, we
took advantage of the natural observatory provigedat-forming EcM fungi. Mat-
forming EcM fungi have a nearly global distributiand can be found in forests ranging
from boreal to semi-tropical (Castellano, 1988hh@ligh much of the past research on
mats has been conducted on several genera in wé&3tegon, in a series of studies
spanning nearly thirty years. These studies hagw/slthat in mat-colonized organic
soils, fungal hyphae can constitute up to 50% gfvagight (Inghanet al, 1991). Mat-
colonized soils also have altered biological aneheaical properties, including elevated
enzymatic activity (Griffithset al, 1994; Griffiths & Caldwell, 1992), higher levet$
dissolved organic carbon, including organic act@o(nacket al, 1979), higher levels
of microbial diversity (Cromackt al, 1988), faster rates of litter decomposition (Entr
et al, 1991) and elevated respiration rates in laboyataubations (Griffithset al,
1990). In forest stands where mats are abundayttieehypothesized to be important
participants in nutrient and carbon cycles (Gt Caldwell, 1992).

We quantified EcM mat respiration in an old-grotbuglas-fir forest in the
western Cascades of Oregon, by comparing respiregies from soils colonized by
mats with neighboring uncolonized soils. To our\kiezige, the only other study to
attemptin situ respiration measurements of EcM fungi was theyshydHeinemeyeet

al. (2007), which used mesh exclosures to excludeerbots or fungal mycelia. Their
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study demonstrated that as much as 25% of soilredigm came from EcM hyphae in
an early seral, lodgepole pine forest. Our worlkvyates estimates of EcCM contributions
at the other extreme of forest development, allgwia to begin assessing the generality
of previous findings.

Our approach depended on utilizing natural spatiahbility in hyphal
abundance, in contrast to physically separating EaMi from roots or surrounding
soil. This approach required two important assuomstibe met, which we
systematically tested as part of the study. Tist dssumption was that the only
difference between mat and non-mat soils that mightence respiration was fungal
biomass. We tested this by comparing root bionmmagdsstrate quality, pH, moisture, and
soil physical characteristics to determine whetitber variables differed between the
soil types. The second assumption was that €@tributions from deep soill,
underlying the area mats tend to colonize, didhaee an important influence on
respiration measurements. We tested this by mewagssoil CQ profiles and vertically
partitioning CQ production by genetic soil horizons.

After satisfying both assumptions, we used respmaneasurements and
percent cover estimates of mat soil to addresfotteving questions: (1) What
proportion of total surface efflux is derived frdieM fungal mats? and (2) To what
extent do EcM mat contributions vary seasonally iarresponse to moisture or

temperature?
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MATERIALS AND METHODS

Site description

A 0.1ha study site was located at the HJ AndrewseEmental Forest in the
western Cascades of Oregon, part of the Willaniditgonal Forest (44°13"25'N,
122°15"30'W, 484m above sea level), and has also becluded in previous EcM mat
studies (Dunharet al, 2007). The surrounding forest was ~450 yearsdudhinated
by Douglas-fir Psuedotsuga menzigsand western hemlocK §uga heterophylla
both hosts for mat-forming EcM species, and Westedcedar Thuja plicatg, a host
for arbuscular mycorrhizal fungi, which do not fomats. The understory plants
included vine maple, salal, red huckleberry, swierd, and sorrelAcer circinatum
Gaultheria shallon, Vaccinium parvifolium, Polys$tien munitum, Oxalis oregajjo
and the forest floor was covered with a layer gbiphytes. Fallen logs in advanced
stages of decay were common. The soil has strotig anoperties and is classified as
coarse loamy mixed mesic Typic Hapludands (Dix@©3), with an average O-horizon
depth of 6¢cm.

This region experiences a Mediterranean climat#) @ool, moist winters and
warm, dry summers. At this elevation snow accunmutas generally minimal,
however, the winter during which the study was @enied experienced record snow

levels, with snow persisting from late December728(ril 2008.

Identification of fungal mats
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For the purposes of this study, mats were defisedease profusions of
rhizomorphs that aggregate humus or soil, are asdowith obvious EcM root tips,
and are uniform in structure and appearance fapséhdof at least 2cm and an area at
least 12cm in diameter. This definition is adagted the criteria of Dunharat al.
(2007), which was developed with input from Grhitand Cromack to be consistent
with earlier ECM mat studies. Using molecular taghes, Dunhanet al surveyed mat-
forming EcM fungal species at HJ Andrews, and destrated that two genera occur
commonly in old-growth stands, accounting for 08@%o of the mats that were found.
These two gener®ilodermaandRamaria,are easily recognized and distinguished by
their morphology and preferred soil typ8lodermamats are characterized by stringy
white or yellow rhizomorphs that permeate the organil horizon (Figure 1)Ramaria
mats generally resemble ash, with a white or pedg,gpowdery, hydrophobic
appearance, and they colonize mineral soil. Dunalsmfound that mats were
generally dominated by a single species.

For the initial phases of this study we categariz®ts as eithd?ilodermalike
or Ramarialike, based on growth habit and morphology. Inexasurveys we
determined thaRamariamats were uncommon at our site (Table 1), so vaenixed
respiration rates only dhilodermalike mats and non-mat areas.

After establishing permanent measurement locafimnespiration, we used
terminal restriction fragment length polymorphisnalysis (T-RFLP) to confirm the

initial identification ofPilodermamats. In June 2008, we sampled ~10g of organic soil
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adjacent to each respiration measurement areagfrdespiration measurements were
completed in November 2008 we resampled the em@@surement area (~100g).
Repeated sampling allowed us to assess whBilaetermapersisted as the dominant
genus over time.

T-RFLP analysis uses restriction enzymes to cléawvgal DNA at specific
nucleotide sequences near the terminus of DNA @$goroducing fragments of various
lengths that are characteristic of unique fungalege or species. We assessed the
presence dPilodermaby comparing T-RFLP patterns from soil extractghimse of
knownPilodermaisolatesDetailed methods of extraction and analysisdagcribed by
Blanchard (2008). Soil samples were kept cold ennahe field and frozen at -80°C
upon returning to the lab. Three grams of frozehvgere ground with mortar and

pestle to homogenize, and 0.25g of ground soilweasl to extract DNA with the

MOBIo PowerSoiTIM DNA isolation kit (MoBio Laboratories, Carlsbad, CAVe

amplified fungal DNA using ITS1-F and ITS4 rDNA prers, with the forward primers
fluorescently labeled with 5’-6-FAM (6-carboxyfluescein). PCR products were
cleaned to remove excess primer and nucleotidestheam digested with Hinfl
restriction endonucleases. The restriction praduere submitted to OSU Center for

Genome Research and Biocomputing for analysissind relative abundances of the

T-RFLP fragments were quantified using Genot§persion 3.7 software (Applied

Biosystems, Inc., Foster City, CA).
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First assumption: Mat and non-mat soils only diffefungal biomass

At the outset of the study in July 2007, we ranjochose 1(Pilodermamat
and 5 non-mat soils (not paired) for one time megwn measurements, and then
destructively cored the soils to measure root besnaubstrate quality as indicated by
%C and %N, soil pH, moisture, and litter depthadidition, we performed t-RFLP
analysis to confirm the identity of the mat so#lad removed one mat soil that did not
produce a characteristRilodermaT-RFLP pattern.

Soil cores 8cm in diameter were removed directiganneath respiration collars
in 4 depth increments: the entire O-horizon, 0-10t@20cm, and 20-35cm below the
mineral soil surface. Fine root (<2mm diameter) aotdl root biomass were determined
by wet sieving soils through 1mm sieves, and pigkots by hand. We measured total
soil C and N by drying 1g of organic soil and 5griheral soil at 65°C for 48 hours,
grinding soils to fine powder on a roller mill, aadalyzing 3-10mg subsamples on a
Costech ECS-4010 elemental combustion analyzetéClo#\nalytical, Valencia, CA,

USA) against an atropine standard.

Second assumption: G@roduction from deep soil does not substantiatipact
surface measurements

Surface flux measurements incorporate,@@duced throughout the soil
profile, wherea®ilodermamat activity is localized in the O-horizon. Davetet al
(2006b) showed that in a temperate hardwood fotfestO-horizon contributed 40-48%

of CO; flux from soil surface on an annual basis. Thdidgates that for our study, mat
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and non-mat organic soils should have a major @mite on surface flux rates, but
spatial variation in deeper soil contributions naégo potentially influence our results.
To test this, we vertically partitioned G@roduction at our site following the approach
of Davidsonret al. (2006b), in which C@fluxes at the interfaces of each horizon are
modeled according to Fick’s first law of diffusion:

F-p 9 (1)
dz

whereF is CQ efflux (umol m?s?), Ds is the effective C@diffusivity in soil (mfs?),
Cis CO:mole concentration, arxis depth.

We established two small soil pits in the studyagepproximately 15 x 100 x
80cm deep), one in an extensive mat area and liee iot an extensive non-mat area, to
measure C@concentrations profiles falC/dz and soil moisture and temperature to
calculateDs (Figure 2.2).

To sample soil Cg we inserted 30mL buffer volumes (“gas wells”) stincted
from PVC pipe into the intact profile wall at fieepths: the O-A interface (5-7.5cm),
the A-Bw interface (15-17cm), an indistinct boundbetween Bw1-Bw2 (25-27.5cm),
the Bw2-C interface (45-47.5cm), and within the @#hon at 80cm. The buffer
volumes were connected to the soil surface by 4.%lameter stainless steel tubing,
which were sealed at the surface with Swagelok@# containing acetyl-butyl septa.
Duplicate profiles were installed in each pit abbot apart with moisture and

temperature sensors centered between, and theggsback-filled. We calculated
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dC/dzfrom the derivative of third order polynomialgéid to the concentration profiles
(Figure 2.3).

Gas samples were collected by first drawing andaglding the tubing volume
with a syringe, and then collecting 12mL samplés Exetainel" vials (Labco, UK),
which were pre-flushed with/Nand evacuated with a handpump. Exetainers were
capped with silicone adhesive and analyzed witBud hours in the laboratory using a
LiCor-6252 infrared gas analyzer (LI-COR Biosciesideincoln, NE, USA) configured
for injection of small volumes (Davidson & Trumbpf€95). A calibration curve was
created by injecting standard gases to translatk peight to C@concentration. The
combined standard uncertainties of the measuremehish include sampling and
instrument uncertainties (NIST guidelines, TayloK&yatt, 1994), was determined
based on replicate analyses to be 3.8% of €Dcentration.

To calculateDs, we used the relationship described by Moldetipl (1999),
which relate®Ds to air-filled pore space and soil texture paramsetd/e removed soil
samples from the pits for textural and bulk denaitglysis, and determined air-filled
pore space from volumetric moisture measurementeemath CS-615 TDR probes
(Campbell Scientific, Logan, Utah, USA), using especific calibration calculated by
comparing voltage and water content of repackddcetimns. Diffusivity was also
corrected for soil temperature, which was measuiddtype T thermocouple wire.
Data were logged hourly with a Campbell Scient@iR-10x datalogger and AM416

multiplexer.
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We quantified production in each horizon as thé&dehce between fluxes
leaving and entering that horizon. For the O-harjzmoduction was estimated as the
difference between surface flux and the incoming from the A-horizon. Production
from the C horizon and below was estimated aslthxedf CO, from the top of the C
horizon. Production values were calculated six simeer the course of the study
(Figure 2.3). We used Monte Carlo simulations towdate uncertainties for production
values. The component uncertainties of measuredvdate determined when possible
from the standard deviation of repeated measugsidn-replicated measures (% OM
and solil texture), uncertainty was assumed to bedsfih for bulk density we used a

conservative uncertainty estimate of 10%.

Percent Cover

To measure the percent cover of mat and non-nilat 8@ mapped the 20m x
50m study area into hmumbered quadrats, and randomly chose 50 quadragsrch
intensively for mats. We pulled back the bryophgiger, exposing the organic soil
surface to look foPilodermamats, and then gently lifted the organic soil tokidor
Ramariamats at the mineral soil surface. We determinegtaye mat width, length,
and depth from 3-5 individual measurements in efetension, and approximated the
projected areas of mats by multiplying the averagith and length. We also quantified
the area within quadrats occupied by large rootdommned logs that prevented

colonization of the organic horizon, and thus deieed two values for mat cover: the
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percentage of exposed soil available to be colonigemats, and the percentage of the
entire surveyed area (Table 2.1). When quadrate estirely occupied by large trees or
fallen logs, we quantified the area as occupieddarse plant material, and also

randomly selected another quadrat to search fos.mat

Respiration measurements

We chose locations for respiration measuremeneevimat soils were within
1m proximity of non-mat soils, to compare the $giles in similar microenvironments.
To minimize potential new colonization in non-meg¢as over the course of the
experiment, we required that non-mat areas hadsiole’ hyphae for an area at least
15cm in diameter. Similarly, to avoid potential@ssion of ECM mats, mat soils had to
be at least 15cm in diameter and at least 2cm thuith only a single morphotype
present (i.e. n®ilodermatype mat directly above Ramariatype mat).

Soil surface flux rates were measured with a jpdetgas exchange system and
soil flux chamber (Li-Cor model 6400 and 6400-J}spectively, LI-COR Biosciences,
Lincoln, NE, USA). To provide an interface betwdka soil and the respiration
chamber, soil collars constructed from schedul®¥Q pipe were inserted 1-2cm into
the organic horizon. Each individual respirationasi@ement covered 80.3tof
ground surface. Any potential severing of roothyphae appeared to be minimal
because rhizomorphs were generally most concedtbaiew this depth, and the soll

humus also tended to compress under the collar Bamiscollars were installed 48
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hours prior to initial measurements and left incpléor the duration of the study.
Bryophytes and small green plants growing insidedbilars were removed, and a plug
of unrooted bryophytes was replaced in the cokdwben measurements to mimic
surrounding ground cover.

To check that mat soils remained rhizomorphic amamat soils did not
become rhizomorphic over the course of the stugypmwbed the O-horizon just
outside permanently installed soil respirationaalapproximately every 2 months to
detect rhizomorphs.

Soil temperature and moisture were measured ca@ntidith respiration
measurements. Temperature at 10cm depth was medsuireserting a probe adjacent
to the respiration collars. We measured gravimetater content in the O-horizon, and
at 5 and 15cm below the mineral soil surface, Biecting soil cores from five small
coring fields established across the study arehaasociating each soil collar with

moisture values from the nearest coring field.

Data analysis

We tested the assumption that mat and non-matlsails similar chemical and
biological characteristics, aside from fungal biesyéby performing t-tests for each of
the measured soil properties (by individual layenell as volume-weighted profile

averages). We also examined whether any of theosmplerties correlated with
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respiration rates, which we measured prior to gpriny analyzing individual linear
regressions.

Our first research question asked: what propomiciotal surface efflux is
derived from EcM fungal mats? To answer this weuwlated the percent difference in
respiration rate between mat and non-mat pairs;hwhvie refer to as “mat
contributions”. We scaled-up mat contributions toole study area in order to account
for the patchiness of mats, by multiplying averags contributions by the percent
cover of mats.

Our second question asked: to what extent do EchMcordributions vary
seasonally, and in response to moisture or tempefaiVe studied seasonal variability
in mat respiration by examining correlations withl $emperature and moisture. Soil
respiration is often described as an exponentradtian of temperature and moisture
(Martin & Bolstad, 2005):

F = gefTFM ()
whereF is surface flux;T is soil temperature, arMd is soil moisture. To linearize this
equation we took the natural logarithm of each side

INF =lna + BT + B,M ()
and then calculated the difference between neighdponat &, ) and non-mat soils
(Fnm) as follows:

InR, :In(lf—m}:ln Fo.—InF., (4)

nm
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whereRy, is the ratio of mat and non-mat fluxes. This latex to the average
temperatureT,.e and average O-horizon moistuM,(¢ for each neighboring mat and
non-mat pair as follows:

INR, =Ina + BT+ L,M,. (5)

We analyzed EqQ.4 using a statistical linear mixigeices model, with
temperature and moisture as fixed effects, paatlon as a random effect, and an
expanded error term to account for repeated messusang a linear spatial correlation
matrix for the variance-covariance structure. Aaklyses were performed with S-PLUS

v.8.

RESULTS
EcM mat cover and identification

Pilodermalike mats occupied approximately 42% of the suecegrea and
Ramarialike mats occupied another 1.9%, demonstratingatrhalf of the forest floor
in this old-growth stand contained EcM mats (TdblB. Trees, coarse roots, and
coarse woody debris that prevented mat colonizatism occupied about 23% of the
soil surface. Of the soil surface that was avaddbl mat colonization, almost 57% was
occupied byPilodermalike mats, and 2.6% of the exposed mineral sofbse was

occupied byRamarialike mats.
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Table 2.1. Percent of soil surface occupied bysmatant materiaRamaria
like andPilodermalike fungal mats, and non-mat soil.

Tree boles,
roots, and Non
CWD EcM Mats mat
Ramaria Piloderma
Total area 22.8% 1.9% 42.2% 33.2%
Exposed
soill -- 2.6% 56.6% 40.9%

All of the 12Pilodermamats selected for long-term respiration measuresnent
had characteristiPilodermaT-RFLP patterns in both the June and November ksmnp
except for two mats that had became non-mat-likexguhe winter and contained
almost no visible rhizomorphs by the time we samhpheJune 2008. The T-RFLP
results confirmed our ability to recogniPdodermabased on morphology. We also
found two of the non-mat soils containedodermaDNA, although they did not
contain sufficient visible rhizomorphs to be comse&t mats.

Visually, most of the mats maintained a stable tgia$ rhizomorphs
throughout the study, but in a few locations weenbsd changes in rhizomorph
density, particularly in the second growing seasben we had to cull data for three
pairs in which the mat soil became too weakly rhmaephic to be considered mats, and
also for two pairs in which the non-mat soils beearalonized. For each mat and non-
mat pair, we included data only for date rangesre/inee had positive visual

confirmation of the soil condition.
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First assumption: Mat and non-mat soils only diffefungal biomass

Of the suite of soil properties we examined, wanftb no differences between
mat and non-mat soils in moisture, fine root biospéstal root biomass, %C, %N, C:N
ratio, or litter depth. We found mat soils had niaatly more acidic organic horizons
than non-mat soil, although the difference wassmptificant (pH = 4.58 vs. 5.48,=
0.063). None of these properties, however, cagdlaignificantly with respiration
when analyzed individually. These findings indictitat our first assumption was met,
and that mat and non-mat soils did not have obwiliffisrences in soil qualities other

than fungal biomass.

Second assumption: G@roduction from deep soil does not substantiatipact
surface flux measurements

We measured soil profiles in both mat and non-medisaof the study site, and
found subsurface C{profiles (Figure 2.3) and surface flux rates (FFegR.4) had
similar patterns in the two areas, therefore wé describe results from both areas
together. Using a Fickian approach to partition,@@xes, we calculated that
contributions from the O-horizon ranged from as mas 93% in May, when snow had
just melted and the ground was essentially sattyr&be37% in August, when the soil
was extremely dry (4-6% water content at the OM&riiace). Across all sampling dates,

O-horizon contributions averaged 73% (95% CI = 6%8 Calculated contributions
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from the A-horizon were small (Figure 2.4), andeven calculated a GGQink in this
horizon in early October of both years, when thbd@izon had regained more moisture
than underlying mineral soil (Figure 2.6). €€ncentrations were more variable on
these dates, however, and the errors associatedheiresulting negative production
values were particularly large.

Overall, these patrtitioning results indicate thaew soils were moist, the
majority of CQ production originates from depths whé&iédermacolonizes, and our
assumption that contributions from sub-mat soiltdge@re minor was met. Under dry
conditions the late summer, however, it appearsassumption may not have been met,
as CQ contributions from mineral soil exceeded the abotrons of the O-horizon.

This finding has implications for our ability to gatify mat contributions during late
summer, and also for correlations between soil taesand mat contributions, which

we discuss later.

EcM mat versus non-mat respiration

The average difference in surface flux betweenandtneighboring non-mat
soils was significantly greater than zero on mbst,not all, sampling days (Figure
2.5B). Differences between mat and non-mat soilew®ore consistently high during
the first growing season, and surface flux freiodermamats was on average 17%

higher than from non-mat soil (95% CIl=10-25%).
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In the second yed&ilodermamat respiration was on average 16% higher than
non-mat soil (95% CI=7-27%), although variabilitgttyeen sampling dates was much
greater. A notable spike in mat contributions ooediin early June, 2008 (Figure
2.5B). Mat surface flux averaged almost 40% highan non-mat surface flux on this
date, with smaller variance than on any other seng@vent. The spike in respiration
was brief; when we sampled again only two weeley latat contributions were
statistically not different from zero. Average neantributions were also high in

November 2008, but with greater variability betweeairs.

Environmental controls on mat contributions

We examined seasonal variability in mat contritmsiin response to soil
temperature and moisture. We found surface flussréiom both mat and non-mat soils
correlated strongly with soil temperature; howetee, difference between these values
did not show a relationship with soil temperatufg(re 2.7).

In contrast, moisture content of the O-horizonabdelate significantly with
mat contributions (Figure 2.8, = 0.0001). For every 10% increase in soil moisture,
mat contributions increase by 8% (95% CI = 3.6-%3.9The second summer of our
study was substantially drier than the first sum(kégure 2.6), and these drier
conditions were associated with lower respiratates and mat contributions (Figure

2.5).
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DISCUSSION
Tests of assumptions

Our tests of assumptions provide strong evidehnaedifferences in respiration
between mat and non-mat soils was due primarictvity of ECM fungi and other
microbes associated with mats, in contrast to gibé&ntial explanatory variables. Mat
and non-mat soils did not differ significantly ioilsproperties that could potentially
influence respiration rates, such as %C, %N, |ldegth, and soil moisture. Most
notably, root biomass was similar in mat and non-sods, indicating that differences
in surface flux rates were not likely due to roegpiration. This finding of similar root
biomass in the two soil types is consistent witvppus EcM mat studies (Griffithet
al., 1990). At our site, the similarity in root bionsaswiay be due in part to western
redcedar occupying non-mat soils, which is a hashbn mat-forming arbuscular
mycorrhizae.

We did find slightly higher pH in non-mat soils, wwh is also consistent with
previous work that shows EcM mat soils have hidéeels of organic acids than non-
mat soils (Griffithset al, 1994). Lower pH in mat soil solution may alsoabeesult of
higher CQ concentrations increasing dissolved carbonic dmeever, we did not find
a significant correlation between soil pH and resn.

Our analysis of C@production within the soil profile indicated trdaring most
times of the year, surface flux measurements aexeellent approach for measuring
EcM mat contributions. During times when soils wieigh to moderately moist, the O-

horizon contributed a large proportion (48-93%jatél surface flux. During the late



31
summer prior to fall rains, however, contributidrem deeper soil horizons were more
substantial, and spatial variability in deep prdaductmay have influenced calculations
of mat contributions. Comparisons of mat and non-su&ace fluxes showed mat
contributions were, indeed, smaller under dry soilditions (Figure 2.8). This trend
may be related to biological responses of EcM fuagmay instead be related to
physical effects of moisture on gas transport frameral soil horizons, an issue we

discuss more below in the section on environmergatrols.

Contributions of ECM mats to total soil respiration

This study demonstrated significant differencesespiration between EcM
mats and neighboring non-mat soils on most samplatgs, and indicates that in areas
where mats are abundant, they are likely to makertant contributions to soll
respiration. To assess how mullodermamats may have contributed to soil
respiration across our whole study site, we muébthe percent cover of mats (56.6%)
by average mat contributions from each year osthdy. We estimated thRiloderma
mats contributed on average 9.6% (95% Cl= 10-14Pt)thl soil respiration between
July-December 2007, and 9.1% (95% ClI= 4-15%) beatviday-December 2008.

This value for total mat contributions across tie iepresents an under estimate
and a low-end constraint for the amount of soipnedion contributed byiloderma
and EcM hyphae in general. Diffuse mycelidPdbdermaand other EcM fungal taxa

are present throughout the soil and contributéédlux measured from non-mat soils.
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EcM taxa vary in growth habits, with some formingpersed mycelia, and still others
forming smooth mantles around root tips with feweenxal mycelia extending into soil.
Significant levels of metabolic activity are likely occur within these structures that
our study did not account for.

Despite significant mat contributions to total gepiration, the differences we
observed between mat and non-mat respiration waok smaller than was
demonstrated in a previous lab incubation studyffitas et al, 1990). Over two years
of monthly samples, Griffithet al. consistently found respiration rates three tdirhes
higher in mats compared with neighboring non-mal®se soils were cored in the field
and incubated in the lab, and therefore the diatwck created by severing hyphae may
have contributed to higher mat respiration. Becauseneasured fluxaa situ, CO,
contributions from deeper soil horizons also makemeasurements less sensitive to

differences occurring only in the organic horizon.

Environmental controls on EcM mat contributions

We found seasonal variations in £@oduction byPilodermamats
corresponded with soil moisture, but not with terapg&re. Heinemeyest al. (2007)
arrived at the same conclusion in their field stofl{cM hyphal respiration. However,
an important question raised by our vertical parting calculations is whether

moisture actually enhanced mat metabolism, or waretioisture decreased the relative
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contributions of C@Qfrom deeper soil horizons, which improved our ipto detect
differences between mat and non-mat soil when sale wet.

To test this, we examined the relationship betw@&p production and soil
moisture for each genetic horizon (Figure 2.9), fwohd production had more
significant negative correlations with moisturdhe Bw and C-horizons than in the O-
and A-horizons. This indicates that deep soib@@duction was more sensitive to
moisture than shallow soil G@roduction, and moisture-related variation in mat
contributions may have resulted more from changekeep production than shallow
production.

There are several mechanisms that can explain eddiuxes from deep soil
horizons under wet conditions. Soil water may haceeased Co@storage in the
profile, and also restricted movement of @the gas phase. Effective gas diffusivity
decreases as soil moisture increases, limitingihiegy of CO; to diffuse through soil
to the surface. Another possibility is that oxydeame limited at depth under wet
conditions, restricting rates of aerobic respinmatio

In contrast to our field results, Griffitle al (1991) performed lab incubations
of mat and non-mat soils and found no relationsleifpveen soil moisture and
respiration. This indicates that moisture condgianthe immediate environment of
EcM mats may have weak direct effects on mat raspir. The comparison of lab and
field results suggests seasonal changes in EcMilbatibns may be related more to

changes in vertical partitioning of soil flux theoxmoisture tolerances of EcM fungi.
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EcM mat respiration as a component of rhizosphespiration

We compared our estimatesRifodermamat contributions to estimates of total
rhizosphere contributions (root + EcM fungi) inamea of similar-aged forest less than
1km from our study area (44°N 14"0’N, 122°13'0"WB815n elevation), part of the
Detritus Input and Removal Treatments (DIRT) expent (Sulzmaret al, 2005).

From 2001-2003, Sulzmaet al. compared respiration rates from root-free trenched
plots and untreated control plots, and estimatatidhproximately % of total soil
respiration came from rhizosphere respiration.dfagsume that rhizosphere respiration
similarly accounted for ¥ of total soil respirationour study area, this suggests
Pilodermamat respiration may have accounted for almost 40#hizosphere

respiration. A more conservative estimate that iclans only the wet year of their

study, which was most similar to the conditionsemeountered, suggests that EcM
mats may have contributed 32% of rhizosphere ratpir in this old-growth Douglas-

fir forest.

Previous studies have also indicated a large Rodddl component of
rhizosphere respiration. Using a mass balance apprd-ahet al. (2005) estimated
17% of rhizosphere respiration was from mycorrhfmabi and rhizodeposition,
although the authors acknowledged this estimatehfgdduncertainty. Heinemeyet
al. (2007) found that EcM hyphal respiration was altfi#b of rhizosphere respiration,
using mesh of varying sizes to exclude fungal hgpdraroots. The variability among
these estimates is not unlike the variability seesstimates of total rhizosphere

respiration, which varies with forest type as vealwith estimation technique (Bond-
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Lambertyet al, 2004; Subket al, 2006). Despite the range in values, our results
contribute to a growing consensus that EcM regpinas a substantial component of
rhizospheric respiration, and indicates EcM coniidns are significant both in early

and late seral forests.

EcM fungal respiration and seral development

Although this study demonstrated EcM respiratiom lsa substantial in old-
growth forest, too few studies have been perfortoeassess the extent to which EcM
respiration changes with forest age. Large aggi@ugabf mat-forming fungi may be
more commonly associated with late-seral forests@dicated by several studies that
have showrPilodermalike andRamarialike EcM fungi associated with large trees and
older stands (Dunhaset al, 2007; Griffithset al, 1996; Smithet al, 2000). Other work
also suggests that overall EcM abundance incressstands develop, due in part to a
preference by some species for organic matter aglation (reviewed by Erland &
Taylor, 2002). However, non-mat forming EcM taxaa@sated with younger trees
appear to have high carbon demands as well, asaitedi by the field study by
Heinemeyeet al. (2007) and a number of lab studies with tree |lsegsi(Reidet al,

1983; Rygiewicz & Andersen, 1994).

Future research should investigate whether EcMorademands increase as

stands age, because such a relationship may hekptain age-related declines in stand

productivity. The percentage of gross primary puatitun allocated belowground has
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been show to increase with stand age and to caoidribb declines in aboveground wood
production (Ryaret al, 2004). This observation would be consistent withieased

carbon demands from EcM symbionts.

CONCLUSIONS

This study demonstrates EcCM mats contribute afgignt CQO; flux in old-
growth forest, and may account for as much as @b#tal soil respiration and 32-
40% of rhizosphere respiration. Comparisons of amatnon-mat soil properties show
that elevated respiration on mat soils is not Yyikeefesult of root respiration or other soil
characteristics, but of activity from EcM fungi aaslsociated microbes. In addition to
biological activity, physical processes may imphet contributions of ECM mats on
total soil respiration. The spatial location of Eohats close to the soil surface appears
to increase their proportional contribution wheiissare wet. To better represent the
distinct functions and activity of different soilba, soil respiration models may need to
be adapted to better account for the carbon denrigsM fungi, as well as their

spatial growth habits.
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Figure 2.1. Photograph ofRilodermatike mat. A)Pilodermamat colonizing the O-
horizon, B) close-up of rhizomorphic growth habit.




Figure 2.2. Schematic of instrumentation used éstivally partitioning soiCO,
production.
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Figure 2.3. Example of soil GQrofiles fit with a third-order polynomial, fromd@ber
2007. Symbols denote duplicate gas wells at eapthdi®cated approximately 1m
apart.
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Figure 2.4. Vertical partitioning of soil respim@ti over time. Measured surface £0

flux (e) and calculated C{production in the O4), A (m), Bwl (¢), and Bw2 and C
horizons (). Duplicate CQ profiles and surface flux rates were average@d&wh
area. Error bars represent the propagated undgrteem Monte Carlo simulations.
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Figure 2.5. Time series of soil respiration anatgated mat contributions. A) Average
respiration from mate) and non-mat soils4).B) Percent difference between mat and
neighboring non-mat surface flux. Error bars asmdard error.
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Figure 2.6. Time series of precipitation, soil niaig, and soil temperature. A) Soil
temperature at 10cm depth (black) and precipitgigoay) from headquarters weather
station (430m above sea level). B) Soil moisturaad at study site. O-horizon
gravimetric water conten®(), and volumetric water content at 5cm Y and 15cm ()
below mineral soil surface (gravimetric water caonite bulk density). Error bars are
standard deviation, n=5.
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Figure 2.7. Relationship between soil temperatliferf) and soil surface flux for mat
soil (crosses), non-mat soil (squares), and tHerdifice between mats and neighboring
non-mats (circles). Soil efflux was In-transfornfesm units ofumol CO, m? s™.
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Figure 2.8. Relationship between O-horizon moisturé the difference between mat
and neighboring non-mat surface flux. Surface gfflas In-transformed from units of
pmol CO, m?st
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Figure 2.9.Effect of soil moisture on productioarfr each genetic soil horizon. Water
content measured at the bottom of the O-horizgm femel), and at the top of the other
genetic horizons.
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ABSTRACT

Increasing use of automated soil respiration cleamin recent years has
demonstrated complex diel relationships betwednraspiration and temperature that
are not apparent from less frequent measuremenitsiuBface flux is often lagged from
soil temperature by several hours, which resultemi-elliptical hysteresis loops when
surface flux is plotted as a function of soil temgtare. Both biological and physical
explanations have been suggested for hysteresespatand there is currently no
consensus on their causes or how such data shewdabyzed to interpret respiration
temperature sensitivity. In this study we emplogezhe-dimensional soil G@nd heat
transport model to demonstrate a theoretical basiags between surface flux and soil
temperatures, and to examine the influence ofgoperties and environment on lag
times and hysteresis patterns. Using numericallaitions, we demonstrated that diel
phase lags between surface flux and soil temperaingr a result of heat and €O
transport processes. Other factors that vary deldadsis, such a carbon substrate
supply and atmospheric GOoncentrations, can modify lag times and hystsresi
patterns to varying degrees, but are not requoekplain the existence of hysteresis
between surface flux and soil temperature. Physiaakport processes are especially
sensitive to soil moisture, and physical effectsaf moisture on respiration dynamics
may easily be confounded with biological effecten€ideration of heat and GO

transport processes is a requirement to correttgypret diel soil respiration patterns.
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INTRODUCTION

Soil respiration, which is often the largest fluxQO, leaving terrestrial
ecosystems (Gaumont-Guayal, 2009; Jassat al, 2007; Ryan & Law, 2005), is
likely to be an important determinant of ecosystambon balance under future climate
scenarios. The temperature sensitivity of soiliragpn is one of the more basic
characteristics that ecologists would like to qifgiim order to predict fluxes in
changing environments. However, regressions betweiknespiration and temperature
often have relationships that do not agree witlorisigcal models, such as the
commonly used Arrhenius or van't Hoff type expressi(see Davidsoet al, 2006a
for a detailed discussion). Models based on simgadetion kinetics do not capture the
biological and physical complexities of soil sysgenmcluding heat and gas transport
dynamics (Davidsoet al, 2006b; Pavelkat al, 2007; Pumpaneet al, 2003; Risket
al., 2002). While there is much agreement that mophisticated, mechanistic models
are required to describe and predict soil respimatmany suggestions have focused on
improving descriptions of biological production (Gane & Vargas, 2008; Trumbore,
2006), and the complexities of soil physical preesshave not received the same level
of attention.

In recent years, automated soil respiration chasmbave gained widespread
use, providing temporally-dense datasets that texaaplex relationships between soll
respiration and temperature that are not apparght@ss frequent survey

measurements. Many researchers with automated enatata have observed diel
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hysteresis, evidenced by semi-elliptical shapesgnession plots of soil temperature
and solil respiration (Figure 3.1A). These ellipsesult from phase lags between the
diel signals of soil temperature and soil respmraijFigure 3.1B), but there is no
consensus on what causes phase lags, or how kaesliaze lagged data in order to
determine the temperature sensitivity of soil restgpn (Gaumont-Guagt al, 2009;
Grafet al, 2008; Pavelkat al, 2007).

Two main lines of reasoning have been proposedptam the origins of phase
lags. The first is the covariate argument, thairemvnental factors which oscillate out
of phase with soil temperature, such as carbonlgdifggm recent photosynthate,
modify CQ, production (Riveros-Ireguat al, 2007; Tanget al, 2005; Vargas & Allen,
2008b). The second is the heat transport argurtiettsoil temperature measured at an
arbitrary depth is out of sync with surface effldxe to shifts in the phase and
amplitude of soil temperature with depth (Geafal, 2008; Pavelkat al, 2007). This
argument is based on the fact that soib@&@duction in an integrated response a to
non-uniform temperature profile, so temperatureasueed at discrete soil depths are
likely to differ in both magnitude and phase frame faverage temperature forcing soll
CO, production. The covariate and heat-transport eégtlans are not mutually
exclusive, and both factors are likely to play intpat roles in diel soil respiration
dynamics. An additional factor that has not beecubsed extensively is that gas
diffusion through soil imposes a lag between theetof CQ production at depth and

release from the soil surface.
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Lag times between soil respiration and temperaaund,the semi-elliptical
forms produced when these variables are plotteshsiggach other, have been shown to
vary seasonally with soil moisture (Carbaetaal, 2008; Riveros-Ireguet al, 2007,
Tanget al, 2005; Vargas & Allen, 2008b). All of the processeentioned above—
substrate supply, heat transport, and @iiusion—are influenced by soil moisture and
can provide partial explanations for seasonal ceaurgdiel hysteresis. However,
environmental influences other than moisture mainrportant as well, as hysteresis
patterns can change day-to-day under conditionsendwl moisture is fairly constant
(Figure 3.1A).

These dynamic patterns complicate the goal of meagsthe temperature
sensitivity of respiratiom-situ. Determining the temperature response of surfage f
requires first disentangling the effects of tempaeafrom other diel environmental
drivers, and second, relating surface flux ratesoio-uniform CQ production and
temperature profiles. In this study we aimed tovjgte a conceptual framework and a
modeling tool for analyzing diel soil respiratioatferns. Using basic principles of gas
diffusion and heat transport, we modeled the exgaeletg times and hysteresis patterns
between soil temperature and surface flux due ysiphl transport processes. First, we
examined how predicted hysteresis patterns chaagi@adunction of temperature at
different soil depths. Second, we performed serigitanalyses to determine the
impacts of variations in soil physical and envir@nmtal factors on lag times. We

continued by simulating increasingly complex amalistic field scenarios, including
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simultaneous changes in temperature and othercamagntal variables with diel
periodicity such as atmospheric £€énhd carbon substrate supply. These simulations
show how hysteresis patterns between soil surfageahd temperature can take shape

in response to both physical and biological drivers

METHODS
Model Description

We modified the 1-dimensional soil @@ansport model described by
Nickerson and Risk (2009c) so that it had the feitg functionality: 1) a C®
transport component governed by Fick’s First lawdiffision, 2) a heat transport
component that shifts and dampens oscillatingeanpieratures with increasing soll
depth, and 3) a simple G@roduction function that adjusts production rateach soil
layer by the depth and temperature of the layer.

The modeled environment assumes a well-mixed athegpboundary layer
and a soil profile of length (m) thatis divided into 100 uniform layers. Each layer has
specific values for total porosity, volumetric watentent, and air-filled porosity. Air-
filled porosity is used in turn to calculate botsdliffusivity Oco2) and thermal
diffusivity (Dr), based on empirical relationships from the litier@ (details below).
Dcoz andDr, along with CQ and temperature gradients, determine the rateatfdnd

CO, transport, respectively. For the purposes of tiesteuctive simulations soll
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physical properties and diffusivities were assuneedle constant throughout the soll
profile.

The CQ transport component of the model allows gas exghdetween
neighboring soil layers following concentration djents. Flux rates between layers are

determined with the discrete, one-dimensional fofrRick’s First Law:

F =-D. — % (1)

whereD;; is the effective C@diffusion coefficient between two soil layers @y and
layerj), AC; is the difference in layer G@oncentrationsgmol ni®) andz; is the
difference in the depths (m) of the two layers. Ppenature-corrections for diffusivity

are calculated for each layer at each model tiee a$ follows:

_ L 175
o -01)

whereDy is soil diffusivity at reference temperatulig(273K), andT; is the ambient
temperature (K) of layar

At each model time step (1s) a new Oncentration in each layetj is
calculated as function of the layer depth:

C(zt-D)OIL/N+F(z-D-F(2+y(2

C = OIL/N

3)

whereCi(z, t1) is the layer concentration at the previous tgtep,dis the soil air-

filled pore spacek(z-1) is the flux from the layer below(2) is the flux leaving the
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layer, K2) is layer CQ production fmol m®s?), L is the total depth of the soil column
andN is the total number of soil layers.

Unless otherwise noted, biological €@roduction decreases with soil depth

according to the following exponential function:
r A
=3 ‘{d—J “

whererl is total soil productiongmol m*s?), zis the layer depth, ardj is the
exponential folding layer, or the layer at whicke tiroportion of total soil production
remaining is ¢ (0.37). By manipulatingp, CO, production can be confined mostly to
shallow soil layers, or spread more evenly acrbesoil profile.

A basal value for total soil Cproduction [ ), representing production at the
average temperature of the atmosphere and profilg,(is defined by the user and
partitioned with equation 3 to give layer-spechi@sal production)z, Tave). At each
time step, layer production is adjusted in respdagke current layer soil temperature

T(z, T) using a modified van't Hoff relationship.

— T(Zt)~Tawe)/10
y(Z, T) - y(Z, Tave) X Qlc(( =0 0 (5)
The heat transport component models air and emipérature as sinusoidal
curves (Hillel, 1998), where soil temperature igted and damped from the air

temperature curve as a function of depth.

TO =T, +Asint) )
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T(zt) =T, + Alsin(ot - z/d; )]e™™" (7)
T(0,) is the temperature at the soil surfazed], Ay is the amplitude of the surface
temperature fluctuation (1/2 of the total dailygah andw is the radial frequency,
which converts time to radians. For a sine wavdlasng on a period of 1day
(86,400s)w = 21786,400. The constadf is the thermal damping depth, and is defined
as the depth at which temperature amplitude deesdashe fraction & Thermal

damping depth (m) is related to thermal diffusi\iBy) as follows:

d, = /2D, Tw ®)

One should note that the two parameters in thetreatport equations that vary with

environment are diel air temperature amplitullg,(and thermal diffusivity@r).

Model Implementation

To examine the consequences of heat transpoi€@adiiffusion on diel
hysteresis patterns of surface £L@ux, we defined a set of default soil physicatia
environmental conditions (Table 3.1), based on mreasents of a sandy loam soil from
the HJ Andrews Experimental Forest in the westeasc@des of Oregon, USA (44.2°N,
122.2°W). Further description of the site and sofirovided by Pypkest al. (2008).
Default environmental conditions are characteristiearly summer. For sensitivity
analyses, we varied each of these parameters actagge range of realistic values.

Soil depth was modeled as 100cm for all scenarios.
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Realistic values foDco, at different soil moisture contents were modelsitgi
the relationship described by Moldrapal (2000), which expresses soil gas diffusivity

as a function of air-filled porosity and soil maist release characteristics:

2+3/b
Dy = Do % (2 1 + 004 100)(_J (9)

100
Dy is soil gas diffusivityDois gas diffusivity in free air (1.39x10 m?s™ for CO, at
273K and latm)g is the ambient air-filled porositg;o is the air-filled porosity at -
100cm HO tension (~10kPa), ardis the slope from a log plot relating volumetric
water content to soil water potential. We used fidehts determined from twelve
intact solil cores taken from the HJ Andrews Expental Forest. Moisture-release
coefficients were determined by treating cores i@sgure plates at pressures ranging

from 10-150kPa.
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Table 3.1. Default parameters for model simulati@eviations from these values are
noted in text or figures.

Parameter Default value
soil porosity 0.65 (v/v)
air-filled porosity @) 0.30 (v/v)
thermal diffusivity Or) 6.41x10" m* s*
gas diffusivity Dco) 1.29x10° m? st
grecgﬁcésm exponential foldlng10Cm
atmospheric C® 385 ppm
?¥§;age air and soil temperatlirg‘,C

air temperature amplitudéd{) 7.5°C

Q1o 2

total basal C@production [)) 1.5umol m? st

To parameteriz®+ at different moisture levels, we used a publistiathset for
a sandy-loam soil ddt measurements from intact soil cores across &dffporosities
ranging 0-0.60 (Ochsnet al, 2001). To interpolate between measured porositeet
the data with a"? order polynomial.

Simulations were initiated with a spin-up period fioodeled CQflux to
stabilize. The spin-up period was deemed suffitydohg when daily maximum soil
surface flux values were constant for at least ¢ioesecutive model days. To minimize
spin-up time, simulations were initialized with tsieady-state solution proposed by
Cerling (1984) for a uniform profile. The model wasved by Euler integration with a
computation time step for all simulations of 1sj amodel output was recorded every

300s.
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Two synthetic tests were conducted to examine ¢énfopnance of the CO
transport component under steady-state and traneditions. The steady-state test
served to assess numerical errors associated isttretizing the soil profile into layers.
This test entailed modeling uniform production gesf across a range of gas
diffusivities, and comparing the modeled concerdraprofiles to Cerling’s steady-state
solution. We found soil concentration errors dudiszretization to be less the 0.5%
across all diffusivity levels. The transient tesamined time lag errors related to
iterating the model in discrete time steps. Weadhf£Q concentration at the upper
boundary layer (atmosphere) as a sinusoidal wancecampared the phase lags
between peak C{xoncentrations in the atmosphere and soil withhikeretical phase

lag described by Beltrami (1996):

N

_z T
2\ 7Dy,

(10)

wheredis the phase lag (secondg)is soil depth (m)7 is the period over which
atmospheric C@oscillates (1 day or 86,400s), addo: is the effective C@diffusivity

of sail (nfs™).
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RESULTS AND DISCUSSION
Relationship between the depth of soil temperatugasurements and hysteresis

Modeling results showed that hysteresis patternsuddace flux and soil
temperature changed with soil depth, due to tlenattion and phase shift of soil
temperature oscillations with increasing depth (Feg3.2). Both the rotational direction
of hysteresis loops and their orientation variepeeling on the lag time between
surface flux and temperature. For example, forettigonential production profile
modeled in Figure 2, most production occurred ctosie soil surface and soil
respiration was most closely synchronized with saiperature at 5cm depth (lag time
< 5 minutes). At 5cm depth and above, temperatuakgubbefore surface flux,
resulting in clockwise hysteresis loops, and apédeéepths soil temperature peaked
after surface efflux, resulting in counter-clockevisysteresis loops (see arrows in
Figure 3.2).

Lag time also determined the orientation, or theqiple axes, of the hysteresis
loops, which in turn impacted the slopes of leasamsquare fits to the data. This
phenomenon is described in detail by (Smerelioal, 2009), and similarly, others have
observed that the apparent temperature sensiaf/ggil respiration differs depending
on the depth where temperature is measured @iaf 2008; Pavelkat al, 2007).

The reason for the change in regression slopelagtilength can be seen clearly by

inspecting the trigonometric expression for arpski. As adapted from Beltrami (1996),



63
two sine waves that are offset by a phase lagtheequation of an ellipse when
superimposed perpendicularly:

2
R:RAlcosd+ R, l—T— sind
T T

A A
whereRaandT, are the amplitudes of respiration rate and tempezarespectivelyR
andT are instantaneous respiration rate and temperaasgectively, andis the phase
lag (expressed in radians).

One should note that for the simulations shownigufes 3.2 and 3.3, soil
respiration did not form a perfect sine wave beeauwas simulated with an
exponential response to soil temperature, withrdgprtionally greater responses at
high temperatures than at low temperatures. Thnduymed the curvilinearity observable
in the ellipses in Figure 2. The simplified casavad perfect sine waves, however, is
instructive for demonstrating that lag length deti@es the principle axes of an ellipse.
WhenJdis a full period (equivalent to a 0 or 24 hour labg expression of an ellipse
simplifies to a straight line with positive slopgeor a %2 period (12 hours) the expression
simplifies to a straight line with negative sloper phase lags of ¥ period (6hrs) the
result will be a horizontal ellipse. It is possilbbeobserve any of these orientations
within a soil profile depending on the depth ofl $emperature measurements.

Because the apparent temperature sensitivity tdcaiflux varies with
temperature measurement depth, an important qunesti@rges: at what depth should

soil temperature be measured to provide the béstaes of the true respiration
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temperature sensitivity? Unfortunately, there issmople answer to this question
because, as the following simulations show, thetieiship between surface flux and
temperature at any depth is not constant and vartbsenvironmental conditions.
Furthermore, because surface flux is an integnasponse to temperature across the
production profile, no single discrete soil depéim consistently provide a measure of
the average temperature forcing soil respiratiorerEat depths where there is no time
lag between temperature and surface flux, fittimggression often will not produce a
reasonable estimate of respiration temperaturatsetys For example, in Figure 2,
surface flux is nearly synchronized with 5cm seihperature and little hysteresis is
apparent, so it may be tempting to fit an expomctirve directly to these data and
calculate a @ value. However, the apparenig@hat would be calculated from this
analysis would be 1.53, which is substantially senahan the actual Q (2.0) that was
used to parameterize the model, shown in grey.

Although CQ production is concentrated close to the soil serfa our model
simulations, production occurs throughout the soilf it is necessary to consider
temperatures across the whole production profilengerstand how respiration
responds to temperature, rather than at a singih deurthermore, surface flux is not
only a response to current soil temperatures, Isotta past soil temperatures, because
of the time required for C{produced at depth to diffuse to the soil surface.

Despite these complexities, for practical purpaselstemperature

measurements in field studies are often restriexhe or a few discrete soil depths. In
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our study we tried to strengthen conceptual lindisMeen processes that take place
across the entire soil production profile, andgratt that may be observed in field data,
by discussing lag times using an arbitrary refegeshepth of 10cm for soil temperature.
Also, because our simulations employ an exponergiationship between temperature
and CQ production, the time offsets between daily maxinmespiration and
temperature differ slightly from the time offsestiveen minimum values. For
simplicity we only report lag times between maximating when trends differ for lag

times between minima.

Sensitivity of lag time to thermal diffusivity

Thermal diffusivity D7) influences the speed with which changes in air
temperature propagate through soil, and the deptrhich diel variations in air
temperature are detectable (FigurelB)increases with air-filled pore space, and
therefore varies both with soil texture and moistésD+t was increased in the model,
changes in air temperature propagated throughvemié quickly, which shortened lags
between soil temperatures and surface flux. VamnatinDt had a larger effect on lag
time then any other single factor we examined oaitfn the effect was non-linear
(Figure 3.4A). Lag times varied six-fold for valuefsD within the range of 1 to 10
m?s™, which is the approximate ranfpe mineral soils experiencing normal field
moisture levels (Ochsnet al, 2001). Lag times increased substantially for loixe

values in the range of 1-Fon’s?, which corresponds with the range for organicssoil
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(Hillel, 1998). Under field condition®)t would be expected to increase as a result of
soil drying. Soil drying would therefore cause aarease in lag time, with the largest
increases expected for soils with porous texturgsafiles with well-developed

organic horizons.

Sensitivity to C@diffusivity and production depth

In contrast tdDr, large changes in simulat@i o, had a relatively small effect
on lag time (Figure 3.4A), bildco, nevertheless had impacts that are essential for
interpreting temperature-respiration relationshigse impacts oDco, are best
understood by first considering what happened te €Dcentrations within the soil
profile as we changeldco,. As Dcoz Was increased in the model, lag times between
CO, concentration and temperature measured at the deptie became smaller (Figure
3.5A). This is because Gdiffusion from soil becomes less restricted withreasing
Dco2, and the rates at which G@ produced in soil and diffuses out become more
closely balanced. The ability of soil to store ®reduced, and as a result, changes in
CO, production, as occur in response to temperatange A greater and more
immediate impact on C{roncentrations within the soil profile (Riverogguiet al,
2007). Increasin®co; allows changes in soil temperature to more rapadtsr solil
CO, concentrations.

In comparison, increasirgco, did not consistently decrease lag times between

surface flux and soil temperature. The effectBgd, on lag times varied depending on



67
both the distribution of C@Oproduction and the depth of the reference tempexaFor
a soil profile in which production is concentrateshr the surface and decreases
exponentially with depth (Figure 3.5B), the phat#he surface flux sine wave shifted
closer to the waves of near-surface temperaturBg@sncreased, but shifted farther
away from the waves of deep soil temperaturestHaravords, if soil temperature was
measured near the surface lag times decreased sbilttemperature was measured
deeper in the soil (e.g. 10cm) lag times increaBedexample, Figure 3.4A shows lag
times between surface flux and soil temperatufd®am increasing witDcoy, a result
that may seem counter-intuitive unless one undaast¢ghat in these simulations 72% of
production occurred above 10cm, so respirationmast heavily influenced by more
shallow temperatures. In contrast, when,@&@duction was uniformly distributed
throughout the soil, a greater proportion of £&@me from deep soil layers (Figure
3.5C), so increasinDco, caused the phase of the surface flux sine wasaifbcloser
to deep soil temperatures and to shift farther fesmand near-surface temperature. As
Dcozincreased, Costorage within the profile decreased, permittiri@, @roduced at
depth to have a more immediate impact on surfaperéites.

Similar reasoning helps to explain the sensitigityag time to variations in
production depth wheDco, was held constant. Figure 3.4A shows changeseinlépth
of CG; production with respect to the exponential foldiegth,d,, where a highed,
indicates production is spread more evenly actussoil profile and a lowet,

indicates production is confined more to the shakoibsurface. Changes in production
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within the shallow subsurface (e.g. an increas# fnrom 5cm to 10cm) had greater
impacts on lag time than changes in production eleeghin the soil (e.g. an increase
in d, from 60cm to 70cm), because most diel variabilitgoil temperature occurred at
shallow depths. Even at very high, diel temperature oscillations occurred primarily
within the top few centimeters of soil. For exampée the maximunD+ plotted in
Figure 3.4A D= 9" m?s?), temperature amplitude decreases to approximaredy
third by 16cm depth. COproduction deep in the soil profile varied littteoughout the
day because it experienced a relatively constampéeature environment, so increasing
production from deep soil did little to shift drgspiration oscillations.

As has been noted by Chenal. (2009), production depth also has important
impacts on the diel variation of soil respiratiates. Production profiles that are
weighted towards shallow soil depths have grea&vdriability than profiles with
deep production, reflecting the greater temperatarmbility in shallow soil. This is
important for interpreting surface flux-temperatoeationships because surface flux
from a profile with substantial deep productionhappear to be fairly insensitive to
soil temperature measured at an arbitrary shalleptid(e.g.10cm), when in fact

temperature variation is small in deeper soils whruch of CQ production originates.

Sensitivity to air temperature amplitude, Q10, &adal respiration rate

The principles described above lay a foundatigrufaerstanding the impacts

of many other variables on respiration-temperalags. Variables that cause non-
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uniform changes in temperature across the soillprar non-uniformity in how
respiration responds to temperatures across thprsdile, will tend to impact lag
times. Here we provide several more examples.

As the diel amplitude of air temperatufe)(was increased in the model,
shallow soil depths experienced bigger variationemperature than deep soil layers,
since diel oscillations damped with depth. Furthenemhigh temperatures had a greater
affect on CQ production than low temperatures, due to the egptal function used to
model the response of G@roduction to temperature. As a consequence séthen-
uniform dynamics, a8pwas increased, the combination of higher tempezahaxima
at shallow soil depths and greater sensitivityrofpiction to these high temperatures
tended to shift maximum daily surface flux closentaximum daily temperatures at
shallow soil depths. Lag times between surface dlnet shallow soil temperatures
decreased with larger valuesA while lag times between surface flux and deepir s
temperatures (e.g. 10cm) increased (Figure 3.4Bgontrast, lag times between
minimum surface flux and minimum soil temperatw@eded to exhibit the reverse trend
(results not shown). Shallow soil layers expergghmore extreme minimum values
with increasing values &, and contributed proportionately less £10 surface flux at
temperature minimums.

Based on this reasoning, we might also expectitica¢asing the sensitivity of
CO, production to temperature would have similar éfecausing daily peak surface

flux to become more closely synchronized with nreaface temperatures, and daily
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minimum flux to become more closely synchronizethwdeep soil temperatures. We
expected that if we increaseddgXhe phase lag between peak surface flux and 10cm
temperature would increase as surface flux becaare sensitive to the maximum
temperatures of near-surface soil layers. Our sitiaris supported this prediction in
part; however, an increase ind@did not produce a monotonic increase in lag time
(Figures 3.4B & 3.6). Lag time initially decreadeetween @, values 1-1.4, before
increasing slightly between;@values 1.4-3. For Qvalues close to 1 (production has
little temperature sensitivity), surface flux exitélol a small amount of temperature
sensitivity due to temperature dependence oD parameter. At fairly low @
values, however, these small change3dg, were obscured by temperature-dependent
changes in production.

In contrast to changes in air-temperature ampliantk Q,, which had non-
uniform effects on soil temperatures and productaias across the solil profile,
increases in the basal @@roduction rate did not influence lag times (FgG@r4B).
Changing basal production rate alone did not #ftedistribution of C@production
profile, and therefore did not alter the proporéibcontribution from each soil layer to

surface flux.

Effects of soil moisture

To model the effects of soil moisture on lag timve, allowed botlbt andDco>

to vary simultaneously as functions of air-filledrpsity (Figure 3.7A and B)Dt and
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CO, have different relationships with soil moistureahpropagates more quickly
through water than through air-filled pore spagdsreas C@propagates more
quickly through air-filled pores than through wat@és simulated soil moisture was
decreased, increasesDigo, and decreases i both led to an increase in lag time for
10cm soil temperature (Figure 3.7A), for the reasexplained above. This modeled
trend is consistent with field observations in salstudies. Under oak canopies, Tang
et al (2005) observed increasing lag times betweeraserfiux and soil temperature at
8cm depth as soils dried, although they attribtibedag to the influence of tree
photosynthesis on respiration of the rhizospheieerahan to gas and temperature
transport processes (discussed more below). Oultseshowed that as soil moisture
decreased and lag times between surface flux ahtésgperatures increased, the
resulting hysteresis patterns became more ellipgied less linear (Figure 3.7B). This
phenomenon has been observed in mixed conifertfof€argas & Allen, 2008b) and
shrub ecosystems (Carbogieal, 2008). In both of these field studies, periodsost
pronounced diel hysteresis coincided with the dipasts of the growing season.

The results from the field studies mentioned als®em to contrast with
findings of Riveros-Ireguet al (2007), who observed less pronounced hysteresis
between soil C@concentrations and temperature at 20cm depthiledrsal. However,
as explained earlier, lag times between soil teatpeg and C@concentration at the
same depth behave differently than surface fluxgditeg to decrease with higher vales

of Dco2. The decreased lag time between,€@ncentration and temperature at the
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same depth results in more linear and less eliiptigsteresis relationships. In addition,
similar patterns can occur as a result of soil mogseffects on biological activity and
CO, production. As soil dries and production declintbs, magnitude and diel range of
surface flux and subsurface concentrations decreasehysteresis can appear to
become less pronounced over time.

To demonstrate the potential impacts of moisturéiotogical activity, we
added an additional level of complexity to the s simulation by decreasing basal
CO, production rate as a linear function of soil digméFigures 3.7C and D). As the
diel amplitude of surface flux decreased, hysterappeared to become more linear and
horizontal (Figure 7D); however, this was a resiithe magnitude and daily range of
respiration changing rather than a change in thneipte axes of the ellipses. Lag times,
which control the shape and orientation of hysisre®ps, remained unaffected by
altered production rates (Figure 3.7C). As mentibaleove, simulated changes in basal
production rate alone did not affect lag times gslthe distribution of production was
also changed.

These examples demonstrate the difficulty of tepapart moisture-dependent
biological and physical processes that are potedftiigers of diel respiration patterns.
For example, it would be logical to interpret aorgase in lag time between surface
flux and soil temperature as the soil dries asoayet of substrate limitations (Carbone
et al, 2008). Substrate limitations are indeed coupled goil moisture, since low

moisture can reduce canopy production and allocatfgohotosynthate below ground
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(Irvine et al, 2002; Irvineet al, 2005), and also reduce diffusion of carbon salbessr
through soil (Davidsoet al, 2006a). But increasing lag times can also résutth
moisture influences ob+ andDcoz(Fig 3.7a), so it is unlikely that such patternaudo
be due to substrate limitations alone. Similarbglthes in the amplitude and apparent
temperature sensitivity of surface flux with decieg soil moisture have been
attributed to reduced substrate supply, althougtt thensport effects produce similar
results (Fig 3.7b).

Numerical simulations provide a theoretical linotthe impact of soil physical
processes on lag times. We found that phase ldg®ée surface flux and a reference
temperature at 10cm depth are between 1-3.5 hoursiheral soils across a wide
range of soil physical and environmental conditiffiigures 3.4 & 3.7). Lag times
greater then this may be indicative of other bialabfactors influencing soill
respiration. For example, Taegal (2005), found an approximately four hour lag
between soil surface flux and temperature at 8gothdender an oak tree canopy, and
no lag in an adjacent area of dead annual grafbeslarge difference in lag times is
unlikely to be a result of physical processes glsimece soil temperature data indicate
D+ was similar in the two locations. As Taegal concluded, photosynthetic carbon

supply may have influenced the different diel paten these two locations.
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Diel variation in atmospheric CO

Concentrations of atmospheric €®ithin and near plant canopies often vary on
a diel basis, due to plant gas exchange taking@pddring the day and releasing €0
at night. We simulated diel oscillations in atma=ph CG as a sinusoidal wave with a
daily range of 50ppm. Data from the HJ Andrews Expental Forest indicated that
daily minimum CQ concentration at the soil surface may be laggea fmaximum
temperature by as much as +/- 5 hours, so we hgpizitd that diel changes in
atmospheric C@could modify surface flux and contribute to digkteresis between
surface flux and temperature. Our simulations ssiggk however, that atmospheric
CO; has a very small effect on flux rates compareth effects of temperature
variation. When air and soil temperature were leelastant, varying atmospheric €O
alone changed surface flux rates by less than QFsgare 3.8A). In contrast, when
atmospheric C@was held constant and air temperature was alldaedry daily by
15°C,even a very small g value of 1.2 resulted in surface flux rates chagdiy 6.8%
daily. CO, production requires little temperature sensitit@tyswamp the effects of
atmospheric C@variations, when moderate daily temperature vianatoccur.

To further test the hypothesis that diel changestnmospheric C&could
modify surface flux, we modeled a time series inclvlminimum CQ occurred 3 hours
before or after peak air temperature (Figure 3.88jh Qip equal to 2, modeled surface
flux rates varied by approximately 50%, much gretitan the effect of atmospheric

CO, alone. We could not detect any effect of varyitrgaspheric C@on lag time or
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diel hysteresis. Atmospheric G@ad only a small effect on surface flux rates beea
CO; flux was driven by concentration gradients betweéenatmosphere and soil that

were much greater then diel variations in atmospHeo,.

Changing substrate supply

Several lines of evidence have indicated clodesllvetween canopy carbon
supply and soil respiration rates, including phlagindling studies (Hogberet al,
2001; Tedeschet al, 2006), studies across natural gradients of roohdance (Tangt
al., 2005), lag analyses between canopy variablesaihcespireds*CO, (Ekbladet
al., 2005; Fessenden & Ehleringer, 2003; Kodahal, 2008; McDowellet al, 2004),
and isotopic labeling studies of photosynthate (Bethal, 2009; Hogbergt al, 2008).
We simulated potential impacts of diel variationsubsurface photosynthate supply on
hysteresis in the respiration versus temperatlagoaship. We modeled diel variation
in photosynthate supply as a simple linear funcibRAR, increasing basal soil GO
production rate from 18nol m? s* at night to mol m? s* in response to peak PAR
(Figure 9A). Since phloem transport may delay thygp$y of carbon substrates
belowground, we simulated a range of time offsetsvben peak PAR and peak
subsurface photosynthate supply (6-26 hours). Siutkes have suggested lag times of
less then a day (Tareg al, 2005), while others have suggested lags rangi®gldys
(Hogberget al, 2001; McDowellet al, 2004); however, for illustrative purposes we

focused on potential short-term responses to pkiothssis over the course of a single
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day. We modeled day length as 12 hours, with irsge&n air temperature beginning at
dawn.

Diel variations in substrate supply substantiallydified surface flux and
produced hysteresis relationships with complex ebgpigure 3.9B). Although the
shapes were quite variable depending on the timfigeak substrate supply, there are
some consistencies among the curves that may ld tmeinterpreting field data. The
hysteresis loops are consistently flatter on th#obm corresponding with periods when
PAR-dependent substrate supply ceased and respirasponded only to soil
temperature. Modeling also suggested that for lange offsets between substrate
supply and soil temperature, soil respiration cdmlet double peaks over the course of
the day, peaking once in response to maximum casbpply and again in response to
maximum temperature (Fig 3.9A). Carbateal (2008) observed daily double peaks in
field measurements of shrub and grassland ecosgstarticularly during parts of the
growing season when solil respiration was most acéwuch asymmetrical diel patterns
cannot be accounted for by temperature alone anduwa to influences from more then

one factor.

CONCLUSIONS

Diel phase lags between surface flux and soil teaipee can result entirely
from heat and C@transport processes, and drivers other then teanperare not

required to explain the existence of diel hysterddnder field conditions, however,
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soil respiration does likely exhibit diel response$actors other then temperature
(Bahnet al, 2009; Carbonet al, 2008; Tanget al, 2005). Responses to environmental
influences other than temperature, such as changebstrate supply, modify lag times
and hysteresis patterns to varying degrees. Oneoivdgtecting the influence of
secondary environmental factors is from asymmdthgsteresis patterns.

Asymmetrical hysteresis can indicate processes asigotosynthesis that are limited
to a portion of the day only.

Lag times and hysteresis patterns are sensitigentomber of environmental
factors, and changes in environment can substgnailér respiration hysteresis
patterns on a day-to-day basis as well as oveelosgasonal time spans. Changes in air
temperature amplitude and photosynthate supplyrapd changes in soil moisture
caused by rain events, can all cause significasmgés in respiration hysteresis patterns
from one day to the next. Gradual soil drying aseasonal time spans can lead to
increasingly elliptical hysteresis patterns onass@al time scale.

Because the relationship between surface flux amgpérature at any depth is
not constant, there is no consistent depth wheteesoperature should be measured in
order to determine the temperature sensitivityodfrespiration. Fitting regressions of
surface flux and soil temperature at a single depthproduce ¢ values substantially
different from the “true” temperature sensitivityad to parameterize the model. Owing
to the greater diel variability in soil temperatatese to the surface, diel oscillations in

surface flux will generally be most in phase withl semperatures within a few
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centimeters of the surface. When soil temperagsiredasured at deeper depths, phase
lags between surface flux and soil temperaturetesitl to increase with depth. We
found that theoretical phase lags between surtageahd a reference temperature at
10cm depth are between 1-3.5 hours across a wige 1@ soil physical and
environmental conditions (Figs 3.4 and 3.7). Theegxion to this is highly porous or
organic soils, or soils with thick O-horizons, wiican have considerably longer phase
lags, particularly under dry conditions. For minexails, however, phase lags greater
than 3.5 hours may indicate the influence of adddl factors on soil respiration rates
other than temperature alone.

The mechanistic soil flux model used in this stady be extended to simulate
field studies, provided soil heat transport is daoaed by conduction and G@ansport
is dominated by diffusion. This model can proviteapproach to tease apart influences
of temperature from other factors that have dieilqokcity. Detailed environmental data
and soil physical parameters are required to dhneemodel; however, such data are
becoming increasingly available as soil flux measents become more widespread.
At a minimum, by measuring both air and soil terapeare, or still better, measuring
soil temperature at more then one depth, one danlate soil thermal diffusivity to
obtain a rough estimate of theoretical lags betvwssditemperature and surface flux.
Phase lags between temperatures measured at steettad can be used to constrain
D+ (Beltrami, 1996), which influences expected lages more then any other single

factor we examined. Even without more detailednmiation on other parameters, such
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as the depth of C{production or gas diffusivity, an estimate of that diffusivity can
provide a rough approximation of expected lag tifeeg. Fig 3.4). Such estimates may
be particularly helpful for researchers comparired dysteresis patterns under different
soil moisture conditions. If heat and gas transpostesses are not considered, phase

lags between soil respiration and temperature neayiBinterpreted.
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Figure 3.1. (A) Diel soil respiration hysteresisrfr HJ Andrews Experimental Forest
over a four day period (soil moisture 0.35-0.33 at\8cm depth). Hysteresis is
counterclockwise for all days. (B) Correspondingeiseries for 5cm soil temperature
(black line) and surface flux (black circles). Obsdions were measured hourly.
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Figure 3.2. Diel hysteresis between surface @@ and soil temperature at several
depthsD;= 5x10" m’s* (same data as bottom panel of Figure 3). Solidteahow
time = 12 hours, and arrows indicate the directibhysteresis over time. Grey lines
show the fitted values that would produce an appa®g of 2.
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Figure 3.3. Effect of thermal diffusivity on sura€Q flux (grey) and soil temperature
(black) at the soil surface (solid), 10cm (dottet)cm (dot-dashed), and 30cm
(dashed). See Table 1 for values of other inpurpaters.
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Figure 3.4. Sensitivity of lag time (between maxmmsurface flux and maximum 10cm
temperature) to soil and environmental paramef@jsThermal diffusivity,Dt (®);

CO, diffusivity, Dcoz (0); and exponential folding depth for GProductiond, (A).

(B) Basal total C@production[ o (©); Qio temperature sensitivity<; and diel air
temperature amplitudéy (V).
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Figure 3.5. Effect of Cediffusivity on concentration and surface flux la@gs) 10cm
soil CQ; (grey lines) lagged from temperature at the saepthd(dashed black) and
atmospheric temperature (solid black), for seviesatls 0fDcoz. Deo, = 1x10° (solid
dark grey), 5x10 (dashed dark grey), 1x£@solid light grey), 5x18 (dashed light
grey). CQ is normalized by maximum daily concentration towtall diffusivity levels
on the same scale. (B) Same as A except greyramesent surface GAlux. (C)
Same as B except G@roduction is uniformly distributed, rather thezxdeasing
exponentially with soil depth.
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Figure 3.6. Effect of @on lag time. Air temperature (black), 10cm soil parature
(dashed black), and surface £iuix for various Qo values (grey lines). fQvalues

from dark to light grey: 1, 1.2,1.4, 2, 2.4.
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Figure 3.7. Effects of soil moisture of soil phydiproperties, lag times, and hysteresis patt¢A)Effect of moisture on thermal
diffusivity (e), CO, diffusivity (A ), and the lag time between surface flux and 10aitemperaturex() for a uniform sandy-loam
soil. (B) Surface flux hysteresis for moisture-degent conditions shown in A. From lightest to datk&,15,25,35,45, and 55% air-
filled porosity. (C) Changes in total basal @oduction &) were added to simulations, but had no effectagrtimes (). (D)
Corresponding surface flux hysteresis. From lighieslarkest: 5-55% air-filled porosity, as in B.
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Figure 3.8. Effect of varying atmospheric £€dncentrations on surface flux rates. (A)

89

Diurnal changes in atmospheric €@ashed black), with air and soil temperatures
(grey lines) held constant at 15°C. (B) Air temper@ (dashed grey) was allowed to

vary simultaneously with atmospheric €@ashed black) In this example atmospheric

CO, reached a minimum 3 hours before peak air temyerafoil temperature at 10cm
is shown in solid grey, and surface flux is showsalid black.
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Figure 3.9. Potential responses of soil respiratbodiel changes in photosynthate
supply. (A) Diel changes in PAR (dashed black)temperature (dashed grey), 10cm
soil temperature (solid grey), and surface,@@x (solid black). In this example
subsurface carbon supply peaked 16hr after PARH{B}eresis between surface flux
and 10cm soil temperature for various offsets betwgeak PAR and peak subsurface
carbon supply: 6hr offset (solid grey), 11hr offeddshed grey), 16hr offset (solid
black, same as in A), and 26hr offset (dashed black
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ABSTRACT

The carbon isotopic compositiod{C) of recent photosynthates is known to
depend on plant water-stress, caused either bgddvmoisture or low atmospheric
humidity. Similarly, a number of studies have shamrmrelations betweed*C of soil-
respired C@and recent air humidity, which suggests a possikebetween th&'C
of recent photosynthates and SBACO, dynamics. However, direct causality has not
been demonstrated, and recent work suggest§'36iD, dynamics over time may be
independent of th&"*C of respiratory substrates. Using a combinatiogreénhouse
experiments and modeling, we examined how moistpacts soil-respired-*CoO,,
and tested whether moisture impacts could resuit ft) changes i5**CO, of soil
microbial respiration, or 2) Cyas-transport effects, in contrast to 8% of recent
photosynthates. In a first experiment we grew Daswdir seedlings under high and low
moisture conditions and found soil-respidCO, was 4.7%. more enriched in the low
moisture treatment; however, using an isotopolagasediffusion model to simulate the
sampling conditions, we found these results wéa\tiinfluenced by gas transport
effects. In a second experiment we tested moigifieets on microbially-respired
3CO,, using sealed soil chambers to limit gas-transpgbated fractionation.

Microbial soil respiration did not change isotopiga@across a large moisture range, and
could not explain moisture impacts on total soflpieed3™*CO,. Although we cannot
rule out the potential influence of recent photdkgites on soil-respired>CO,, our

calculations indicated that the maximum expectéfeémince ind*CO, from high- and
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low-moisture seedlings was smaller than our mealsdifeerence, and was also smaller
than theoretical diffusive fractionation. We cord#duthat it is possible to obtain a
biologically reasonable relationship between meesand soil-respired>CO, from

purely physical effects.

INTRODUCTION

Soil respiration is often the largest flux of €fiom terrestrial ecosystems
(Gaumont-Guat al, 2009; Jassat al, 2007; Ryan & Law, 2005), and there is great
interest in employing carbon isotopes to identify sources and drivers of soil €O
fluxes (Boutton, 1996; Bowlingt al, 2008b). A number of isotope studies have
suggested that supply of recently-assimilated @yoithates has a substantial influence
of soil respiration (Ekblaét al, 2005; Ekblad & Hogberg, 2001; Fessenden &
Ehleringer, 2003; McDowelt al, 2004). In these studies, the isotopic composibion
soil respiration was shown to vary with recent apteric humidity in a similar way as
photosynthetic discrimination is known to respoBdugnoli et al, 1988). Correlations
between soil respiration and recent humidity caodg have been interpreted as
indirect evidence that plant photosynthates ar&lhapansported below ground and
consumed, so the isotopic composition of soil mejpin reflects the recent moisture
status of plants.

However, a causal relationship between plant masttatus and so¥-C flux

has not been demonstrated directly, and severahtatudies have cast doubts on
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whether plant moisture status has a substantiakinée on soi6™*CO,. Both in plants
(Bowling et al, 2008b; Maunourgt al, 2007; Werneet al, 2009) and in soil
(Nickerson & Risk, 2009a; Nickerson & Risk, 2008omplex temporal dynamics of
respireddCO, have been observed that are independent of stedSt@. In this study
we performed a greenhouse experiment to test ekplchether moisture conditions
impact soil-respired"*C0O,, and tested two possible alternatives to photdsfitt
discrimination to explain variability in soil-respid 3°CO, in response to soil moisture.
Our goal was not to challenge the importance otgdymthesis as a driver of soll
respiration, but to develop correct interpretatiohsoil-respired™>CO, so that such
measurements can be more useful to ecosystemsncsitmbes.

When G plants are moisture limited, either due to low smisture, or to high
transpiration demands, they discriminate less ag#ie heavy>CO, isotopolgue
during photosynthesis, and assimilate carbon theniiched if*C compared to non-
water-stressed plants (Brugnetial, 1988; Flanagan & Ehleringer, 1998; Pate &
Arthur, 1998). The sensitivity of photosynthetisctimination to plant moisture status
is explained by the theoretical model first progbbg Farquhaet al. (1982). The
Farquhar model describes photosynthetic discringndbr G; plants as a function of
stomatal openness, expressed as the ratio gfiri3@e and outside the leaf. An
indication that the Farquhar model of photosynthéiscrimination may help to explain
5"*C variation in carbon pools beyond leaves came ttoerstudy by Pate and Arthur
(1998), which showed variation of up to 8%o in #1&C of phloem sugars

corresponding with seasonal patterns of plant wsitess.
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A number of more recent studies, however, have atbat on timescales of
hours to days, plant-respir8CO, is independent of putative respiratory substrates,
which raises some questions about the predictiiigyatf the Farquhar model for
describing plant-respiredl*CO, on short timescales (reviewed by Bowliegal,
2008b). Both Werneet al. (2009) and Hymust al (2005) have shown that large
diurnal changes exceeding 7% occur in leaf-resptd@d0,, while thed'*C of
carbohydrate substrates remains relatively constamilarly, Gessleet al. (2007)
found that day-to-day variations in root-respidetCO, were not significantly
correlated with water-soluble rodt°C.

In addition to root respiration, soil respiratiancomposed of microbial
respiration. Another potential problem with linkisgil-respired*CO, to plant
processes is that the impact of moisture on mietaleispired*CO, needs be
assessed. We are unaware of any previous studiesahe explicitly examined day-to-
day or seasonal isotope dynamics of heterotrophidlgxes.

Perhaps the biggest challenge to previous intetioes of soil-respired*CO,
is the methodological sampling isstiest recent modeling has demonstrated
(Nickerson & Risk, 2009a; Risk & Kellman, 2008). l#&ge number of field studies
have employed various types of soil surface chasitmesample respirest*C0,, and
models of soil gas diffusion indicate that surfabambers alter C{xoncentration
gradients between the soil and atmosphere, creatingsteady-state conditions that

change th&"CO; of surface flux during measurements. Furthermibve magnitude of
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the disturbance created by chambers and the tiguereel for re-equilibrium depends
on soil gas diffusivity, which varies with soil nebire conditions. With most surface
chamber measurement techniques, low moisture paittuced**CO, measurements
that are more biased towards enriched values tigglnnhoisture soils (Nickerson &
Risk, 2009b). These results from numerical simatetiopen the possibility that
previous correlations between moisture and sojtired 3*CO, may have resulted
from fractionation related to soil gas transpart¢contrast to biogenic causes.

Several lines of evidence other than natural abocelasotope measurements
have also indicated close links between canopyotashipply and soil respiration rates,
and we do not dispute the likely importance of plghthesis as a driver of soil
respiration. These include phloem girdling studqté8gberget al, 2001; Tedesclet
al., 2006), studies across natural gradients of rbobhdance (Tangt al, 2005), and
isotopic labeling studies of photosynthate (Bahal, 2009; Hogbergt al, 2008).
Although the conclusions reached using natural dance carbon isotopes are
corroborated by other studies, it is not clear Wwhethe conclusions of natural
abundance studies were reached for the correansallatural abundance
measurements hold important potential for examicggopy-soil linkages because
they cause minimal disturbance and are increaseaffydable, but their full utility can
only be realized if the processes that cause digtation along plant-soil pathways are
known. In contrast to photosynthetic discriminafiaich has been thoroughly

described and is mechanistically well-understoad]dss is known about fractionation
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that occurs during post-photosynthetic processing, whether this fractionation is
moisture-dependent.

In this study we performed two greenhouse experigignexamine mechanisms
for moisture-related changes in soil-respi®&tCO,. The purpose of the first
experiment was to test in a controlled settinghyy@othesis that moisture conditions
that are stressful to plants ca@s&C enrichment of soil respiration, by growing
Douglas-fir seedlings in soil columns at high aod moisture levels. Because we used
a surface chamber to measure soil-respié@, at a later date we also employed an
isotopologue gas diffusion model (Nickerson & Ri2R09a) to test the secondary
hypothesis that moisture-related differences inmnaasurements were caused by
transport-related fractionation. In the second erpent we tested the hypothesis that
5"3C of heterotrophic soil respiration does not vaithwnoisture. If moisture effects on
soil respired"*CO;, are due to plant moisture stress, then in thermlesef roots
respireddCO, should remain static across a range of soil m@stuVe incubated
root-free soils in sealed chambers to minimizedpant-related fractionation, and also

validated this sampling approach with an isotopotdiffusion model.

MATERIALS AND METHODS
Soil description
For both greenhouse experiments, soil columnsififxx 38 cm height, non-

transparent PVC pipe) were filled with a 1:1 mietaf perlite and cobbley silt-loam
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soil collected from the HJ Andrews Experimentaldsbin the western Oregon Cascade
Range. The soil is derived from alluvium of volaaorigin, part of the Quentin series,
and the dominate vegetation is mature Douglaseimidated forest (Brown, 1974).
Soil was removed from the O, A, and B1 horizon$3om depth, homogenized, and
large roots and rocks were removed by sieving to. Zoil was mixed with
horticultural perlite to reduce compaction duringlpnged watering. Perlite is an inert,
neutral, amorphous volcanic glass that is heatdétliuexpands, forming granules with
a closed cell interior structure. In a pretestwegfied that perlite does not release
detectable amounts of GQWe filled three replicate 12mL Exetaifi®rvials (Labco,
UK) with moistened perlite, flushed the air spageraight with CQ free air, and then
allowed the perlite to incubate for ~8 hours befamalyzing CQ concentration in the
headspace. Soil columns were supported by 1mnygfdss mesh on the bottom to
facilitate drainage, and had 3 cm headspace d@ofhd he dry bulk density was

approximately 0.5 g ctf) and effective porosity was 59%.

Experiment 1: Impact of stressful moisture conditiongotal soil-respired>*CO,

Ten Douglas-fir seedlings (each two-years old) fidieber Forest Nursery in
Olympia, Washington, were planted in soil columm#&pril 2006, and watered for
three months in a sheltered outdoor area at Or8¢ate University to become
established. In July the columns were moved teamrouse and randomly selected for

either a high- or low-moisture treatment. Colunmghie high-moisture treatment were
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watered to field capacity every evening with tageraand columns in the low-moisture
treatment were allowed to dry over five weeks.

To monitor physiological water stress, stomataldtamiance and photosynthesis
were measured on seedlings mid-morning once pek.\Viiediar gas exchange
measurements were performed with a Licor-6400 usiognifer leaf chamber at
ambient light conditions. Leaf areas (one-sidedeweeasured following harvest by
scanning the needles in a flat bed digital scaandrcalculating the needle areas with
ImageJ software (http://rsbweb.nih.gov/ij/). Sobisture was also measured
continuously with CS-610 TDR moisture probes (CaetipBcientific, Logan, Utah),
using calibration coefficients we determined by paning sensor voltage with
volumetric water content of the packed soil colurdetermined as gravimetric water
content x bulk density). Air temperature in theggieouse ranged approximately 21-
30°C.

We measured soil respiration weekly throughoutetipalibration period and
just prior to isotope sampling. A miniature sogp@ation chamber was constructed to
fit inside the planted soil columns and conned tacor 6400. This miniature soil
chamber was constructed of a non-transparent PdCa&n (5.15cm ID), and had the
same features as the LiCor 6400-19 soil chambelyding an E-type thermocouple,
pressure release vent, and a rim with a closedaaih gasket to interface with soil
collars. The standard LI-6400 soil chamber autornatbgram was used to measure

respiration, with the chamber mixing fan on the kgpeed setting. Accuracy of the
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custom soil chamber plus collar was validated Bgrées of comparisons with a Licor
6400-19 in unplanted soil columns (regression stofed0 + 0.03, R= 0.99, n = 9).

Isotope samples were collected using a smallerorers the chamber system
described by Ekblad and Hogberg (2001). Soil ceoNeere capped with a PVC endcap
(total volume 178cr) fitted with a Swagelok stainless steel union frajcan acetyl-
butyl septa. A series of four gas samples werentéiaen the chamber headspace, at
three minute intervals for high moisture soils éimd minute intervals for low-moisture
soils, with the goal of capturing G@evels spanning at least 200ppm. A two end-
member mixing model, or Keeling plot, was usedatzalated"C of soil respiration.
The3™C values of air samples from the chamber headspare plotted against their
corresponding 1/[C&) values, and ordinary least squares regressioruged to

extrapolate the Keeling intercept (Pypletal, 2008).

Experiment 2: Impact of soil moisture on heterotrepoil-respiredd>*CO,

Nine soil columns were packed with perlite-amensi@tlito the conditions
described above. To achieve a range of soil mastwall the columns were initially
watered and were kept moist by saturating the bofom in a shallow pan of water to
permit capillary draw. Each week, for a total afefiveeks, 1-2 pots were set aside to
commence drying. Soil respired ¢®@as sampled for C isotope analysis from all the
soil columns at the end of this period, with watentent ranging 10-35%. Water
contents were determined gravimetrically and caegeto volumetric water contents

by multiplying by bulk density. Soil respiration also measured prior to isotope
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sampling using a Licor 6400 gas exchange systemav#400-19 soil chamber
(Lincoln, Nebraska).

To sample soil respired*C, we sealed the soil columns by capping the tap an
bottom with PVC end caps and sealing the edgessiittone vacuum grease, creating
a 700ml headspace. The columns were incubatedighéifor a total of 22 hours to
allow soil-derived CQ@to build up to high concentrations, and for gathmsoil pores
and chamber headspace to come to isotopic equitibfihe headspace was vented to
an airlock during the incubation period to allovegsure venting, and was switched
with a 3-way valve to a syringe needle during samngpl

Because these soils did not become as dry as ill@konns with plants
experiment 2, at a later date we also incubatedlsntaantities of air-dry soils directly
in 12mL Exetainer vials. Three replicate 5g sampleair-dry soil were sealed in
Exetainer vials, and flushed with G@ee air overnight to purge the airspace
(approximately 6mL). Because of low production satbese soils werscubated for
72 hours to allow Cé&xoncentrations to reach similar concentrationdi@soil column
incubations. We simulated the large soil columrihaigas diffusion model (details
follow) to quantify residual isotopic disequilibriufollowing the incubation period, and

to ensure comparable results between the two inicuisatechniques.

Sampling and analysis df°CO,
In both experiments, gas samples were collected the headspace of the soil

chambers into 12mL Exetainer vials pre-flushed wWthA handpump connected to a
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3-way valve was used to evacuate Exetainers ancdiately take a sample. Because
evacuation was incomplete, we sampled standars gatie the handpump and
calculated concentration dilution factors to acadanresidual N. Dilution averaged
9.38% (std dev = 0.83%) over the course of alletkigeriments. After sampling, vials
were capped with silicone adhesive and analyzelinvit4-72 h using a Finnigan/MAT
DeltaPlus XL isotope ratio mass spectrometer iatadl to a GasBench Il automated
headspace sampler. For the air dried soils incdhiatExetainers, headspaf&C and
CO,were measured directly on the Gas Bench Il, sinidldhe procedure described by
Crow et al. (2006).

In the first experiment, samples were analyzeti@institute for Stable Isotope
Research Facility (ISIRF) at the Environmental Bectibn Agency Western Ecology
Division. In the second experiment, samples weedyaed at the College of Oceanic
and Atmospheric Science (COAS), Oregon State UsityerThe same instrument
models were used at both locations. The combireettlard uncertainties of the
measurements, which include sampling and instrummec¢rtainties, were determined
based on replicate analyses to be 0.4%. PDB and@2d&1CC, concentration for the
ISIRF instrument, and 0.13%. PDB and 3.75% of,€@ncentration for the COAS

instrument (NIST guidelines, Taylor & Kuyatt, 1994)

Modeling simulations: Fractionation during gas trgomst and sampling

To assess how sampling conditions affected meastit€dvalues, we simulated

the diffusive processes in each experiment witisatopologue diffusion model. We
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simulated the surface chamber used in the firstexg@nt with a 3-dimensional (3-D)
version of the model to account for feedbacks betwbe chamber and the surrounding
soil surface. Details of the 3-D model and expenital validations are described by
Nickerson and Risk (2009a). We used a 1-D versfadheomodel (Nickerson & Risk,
2009c) for the sealed soil columns in the secompeéement. The performance of the 1-
D model was validated by comparing modeled androbsgevalues of chamber
headspacé™C and CQ during incubation. Briefly, both versions of thede!
calculated fluxes ofCO, and**CO, using Fick’s First law with isotopolgue-specific
gas diffusivites. The modeled environment assumesllamixed atmospheric boundary
layer and a soil profile divided into 100 uniforayérs (1-D) or cells (3-D). The model
allows gas exchange between neighboring soil layecglls following concentration
gradients.

A constant atmospheric upper boundary layer waatsg80ppm and -10%. (also
a lower atmospheric boundary layer in the smalhdber experiment representing the
screened bottom of the soil column). The modelédosofile consisted of solids and
water- and air-filled pore space. Water contentaindilled porosity were assumed to
be uniform throughout the profile, and were parameéd for each soil column based
on measured water contents. Air-filled pore spaas used to calculate effective gas
diffusivity with the Millington-Quirk relationshigMcCarthy & Johnson, 1995). We
also independently calculated effective diffusivifythe perlite-amended soil across a
range of moisture levels and found close agreemghtthe Millington-Quirk

relationship (regression slope = 0.96R0.76, n = 9)
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Production of CQwas assumed to be equal throughout the soil praiid total
production for each soil column was estimated asiikasured surface flux rate,
multiplied by two to account for equal fluxes frahe top and bottom of the soil
column. Model runs were initialized with open t@rsl bottoms until the soil G@nd
5"3C profiles stabilized, and then boundary conditinese modified to model the

presence of sampling chambers.

RESULTS
Experiment 1: Impact of stressful moisture conditiongotal soil-respired>*CO,

Mid-morning stomatal conductance measurementsatelicthat low-moisture
seedlings experienced physiological stress by theekk of soil drying (Figure 4.1). In
the high moisture treatment, stomatal conductanoesed expected increases and
decreases over time in response to natural lighdicons. In the low-moisture
treatment stomatal conductance decreased monotgrogar time, from an initial
value of 0.12mmol LD m? s*, similar to the high-moisture treatment, to 0.02shm
H,O m? s* by week four (Figure 4.1). At the end of week fivkeen isotope samples
were collected, soil moisture levels averaged 5é84 in the low moisture treatment
and 39.4% (v/v) in the high moisture treatment.

Keeling intercepts calculated from surface chan®¥ and CQ data were
4.7%o higher in the low-moisture treatment (-20.2.4%.) as compared with the high-
moisture treatment (-24.7 = 1.3%o), shown in Figdu2 (p=0.0004, Welch's t-test).

However, because surface chambers were used,riwedéeling intercepts are likely
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to have some non-linear artifacts that must bescbed to obtain the true isotopic
signature of soil respiration. To evaluate corkeetling intercepts we used the 3-D gas
diffusion model to simulate the time evolution @ith CQ concentrations andl>C
signatures within the chamber headspace. The meaeparameterized with measured
chamber surface area and volume, soil physicalgstigs (pore space, diffusivity,
depth) and C@efflux rates.

We compared measured and modeled values afcB@entration and-C
from the sampling chamber over time (Figure 4.8Y found the measured values
leveled off more rapidly than predicted by the ddfision model. We first assessed
whether this disparity could be due to uncertaintgur production measurements, by
varying production rate in the model while holdiwther parameters constant. Model
results showed that production had a large effie¢he final concentration aril°C of
the equilibrated chamber, but did not fully accolamtthe speed of chamber
equilibration observed in direct measurements. [@ifge disparity between measured
and modeled rates of change indicated the soihwatuhad higher effective
diffusivities than expected.

We next examined what level of effective diffuspwtould best match the
measured data by varying diffusivity in the modeigd assessing the best fit between
measured and modeled data with Pearson’s corneletiefficient. The fit consistently
improved as we increased diffusivity in the modeld the “true” diffusivity appeared
to exceed the range of values that would be red$®har soil. Furthermore, the highest

diffusivity level fit data from low-moisture anddh-moisture soils almost equally well
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(average Rwas 0.987 vs 0.996 for low and high moisture, eeipely), suggesting
that CQ transport in our soil columns was far less sersitd soil moisture then would
be expected under diffusion-dominated condition®dical explanation of the high
apparent diffusivity and the lack of sensitivityrtwisture is that advection occurred
during the sampling process. Extraction of the fbizmL air samples used to construct
the Keeling plots would have displaced approxinya2&1% of the chamber headspace
volume, thereby drawing GOnto the chamber from the soil profile. Althougle are
unable to confirm that advection occurred withafedential pressure data, there are

isotopic signals of advection present in our datawhich we discuss later.

Experiment 2: Impact of soil moisture on heterotrepuil-respiredd*CO,

To test the impact of microbial respiration onl $6{CO, moisture dynamics,
we incubated soils without plants overnight atefiéint moisture levels in sealed soil
columns. After 22 hours of incubation, headspaceentration ranged 1.1-2.0% €O
andd™C averaged -27.3 + 0.2%. (Figure 4.4, open circ&.also incubated smaller
amounts of air-dried soils in Exetainer vials, whreached an average of 1.2 £ 0.2%
CO,and29.0 + 0.4%d™C after 72 hours of incubation (Figure 4.4, tri@s)l Despite
similar CQ concentrations, the soil columns had higher (neomiched)3**C
signatures than the small Exetainer vials. We Hygsized this difference was a result
of incomplete diffusive equilibration due to théatesely large volumes of the soill

columns.
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To test this hypothesis we parameterized the 4ellbpologue model for each
soil column using measured water contents andrfites. The true values for séifC
were unknown and were initially estimated as -28%ess all moisture levels, and then
reiterated at -28.4%o. to better match measured cbhapdues. Figure 4.5 shows the
performance of the model at predicting chan®&€ and CQ after 22 hours of
incubation. For concentration, the slope of the ebed versus measured €9 not
significantly different from one across a largegamf post-incubation concentrations
(95% CI1=0.748-1.66, 0.82). Measured chamb&r’C values following the
incubation period were similar for all moisture éés; varying by less then measurement
uncertainty of + 0.4%Modeling a single soB#"*C value of -28.4%across all moisture
levels predicted experimental chamber values thiwi0.48 - 0.3%o.

Model simulations confirmed our hypothesis; tharober headspa@>C was
still more enriched than soil-respir&tfC after the incubation period due to incomplete
diffusive equilibration, by 1.0-1.3%.. When we su#atied the residual enrichment of
each soil column from measured chamBé€ values, we found no significant
difference betweed™*C values from the soil columns and Exetainer \(Bigure 4.4,
closed symbols). A slight linear trend towards &g5'*C at low moisture was found,

but the slope was not significantly different fraero (95% CI=-0.002-0.148).
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DISCUSSION

The first goal of this study was to evaluate whetber moisture conditions that
are stressful to plants cause enrichment of sejpiredd**CO,. In Experiment 1, we
measured an average difference in soil-res@ta@0, of 4.7%. between moisture-
sufficient and moisture-limited seedlings. Our setgoal was to determine whether
the treatment difference had biological originsvais due to sampling approach.
Modeling of surface chambers under diffusive caodg (Nickerson and Risk 2009b)
has indicated that soil moisture can substantiaiyact measured-*C because of
greater non-linearity in the Keeling plot at low istare levels. However, our sampling
approach of repeatedly filling Exetainers from & sorface chamber did not appear to
be purely diffusive, and may have been impacteddwection. In the following
discussion, we further evaluate the potential ingpatthese advective sampling
conditions on Keeling plot measurements.

In Experiment 2, our goal was to determine theaugrfice of moisture on soil
microbial-respired Cg and we were able to show clearly that enrichroésbil
respiration under low moisture did not occur in #étxsence of roots. We found good
agreement between the isotopologue gas diffusiasheirand our measurements using
sealed soil columns. After modeling and correctorghe residual difference between
soil-respired and headspa®&CO, when soil columns were sampled, we found close

agreement between samples from the large soil adiand the Exetainer vials. Across
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a large range of soil moisture conditions we fonndsignificant differences i6**CO,

of heterotrophic respiration.

Impacts of advection on measurédC

Under diffusive conditions, numerical simulationsRisk and Kellman (2008)
and Nickerson and Risk (2009b) have shown thaasar€hambers disrupt
concentration gradients between the soil and athesspand cause tR&°C of surface
flux to change as the system approaches a newlaquit. Both theoretical evidence
(Nickerson & Risk, 2009a) and experimental evidefiayler et al, 2008) have further
demonstrated that the G@oncentrations andC signatures of surface chambers
equilibrate to soil values at the depth where chemnhre inserted. Pulses of advective
transport, which draw soil gas into the surfacawber, are likely to increase the speed
with which chambers approach and equilibrate wiihgrofile 3*°C and CQ. The
progressive enrichment of GBuxes entering the soil chamber over time produce
Keeling intercepts that are biased towards enriciadues.

In addition to advancing the equilibration betwéles chamber and soill,
advection will also alted*>C of soil fluxes by drawing gas from soil poresttisamore
enriched than biological respiration, due to diffesfractionation and atmospheric
invasion. Soil pore C&is more enriched than biological respiration byiaimum of
4.4%0 under steady-state conditions (Cerkn@l, 1991). Drawing this isotopically
heavy CQ should considerably enrich tB&CO, of fluxes entering the chamber

headspace.
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Advective sampling conditions can help to explamywhe high and low
moisture treatments had relatively enriched Keelmercepts compared to both the
closed incubation experiment, and the expedtdd values for G plant-derived
substrates (Dawscet al, 2002). Under moist conditions, we expedi&tT of total soil
respiration to be similar to the average valueiabthin Experiment 2 (-28.4%o).
Instead, measured Keeling intercepts in Expeririemére considerably more enriched,
averaging -24.7 and -20.0%o for high and low mostieatments, respectively.

The significant difference between high and low shaie treatments may be a
result of differing enrichment of the isotopic pgte$ from which CQis drawn into the
surface chambers. As explained by Cerknagl (1991), soils with low moisture (high
diffusivity) experience greater atmospheric invadiman comparable soils with high
moisture, and therefore have lower Qncentrations and more enrichBdC values
throughout the soil profile. In dry soils, low ratef biological CQ production further
exacerbate atmospheric incursion into soil profikdvective sampling should
therefore draw more enriched air from a dry saltfrom a moist soil.

A reasonable response to this explanation mighhéieKeeling plots should be
able to un-mix atmospheric and s&ifC end-members contributing to chamber,CO
To apply Keeling plots correctly, however, t€C of the air mixture in a surface
chamber must approach ti€C of soil-produced Cgover time as concentrations
increase in the chamber. In the advective cassgraples are drawn into the surface
chamber, th&"C of the chamber approaches H& of the soil profile, which is a

mixture of both atmospheric and soil-produced,CIe contributions of atmospheric
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air to the soil profile make CQwithin the profile more enriched, and thereforekma
Keeling intercepts more enriched than soil-producéd. Furthermore, a dry soill
profile containing more atmospheric air will proéue more enriched Keeling intercept
than a moist soil.

Although the model does not explicitly model adweetransport, our reasoning
argues that the difference between Keeling inteéscaphigh and low moisture was due
at least in part to CQransport effects. The greater enrichment of ©Qiry soll
profiles, and the failure of Keeling plots to unxmaitmospheric and sa¥°C end-
members under advective conditions, likely contelduto measured differences

between the high and low-moisture treatments.

Interpreting surface chamber data

The failure of Keeling plots to un-mix atmospheaiwd soild"*C end-members
is not isolated to advective conditions, but ocamgtime thed**C of flux entering a
surface chamber changes over time. In generahsidhambers violate the
assumptions of Keeling plot analysis by disturlsing-atmosphere concentration
gradients and altering tf&>C of fluxes entering the chamber (Nickerson & Risk,
2009b). Furthermore, the magnitude of the disturbatepends on the moisture and
diffusivity of the soil. A wide variety of desigieave been employed to sample soil-
respired C@for 83C analysis, including three basic types of surfawmbers: static

chambers (Ekblad & Hogberg, 2000; Kay#ral, 2008; Mora & Raich, 2007), closed-
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loop flow-through chambers (Buchmann & Ehlerind®97; Susfallet al, 2002), and
open-loop flow-through chambers (Midwoetal, 2008; Millardet al, 2008; Milleret
al., 1999; Subkest al, 2009). Few studies have rigorously tested thppecaches
(Midwood et al, 2008; Nickerson & Risk, 2009b), and in cases whechniques are
validated or compared to one another, soil moissret usually considered as a
modulating factor (Gesslet al, 2007; Kayleret al, 2008; Ohlssomt al, 2005).

The 1-D and 3-D isotopologue gas diffusion mode¢sented here provide an
option for validating sampling techniques, as vasllinterpreting existing data. As
demonstrated in the second experiment with clobadhbers, simulations are
particularly useful for comparing results undefeliént soil moisture levels. Models
can also be used to assess the effects of sanmphagsample volume, and other
variables. Chamber time-series data that has catscted for Keeling plot analysis

can also be analyzed to determine the adti@l of soil-produced C©

Similarity between transport-related fractionationdaphotosynthetic discrimination

Sampling-related fractionation with surface chamslmm impact Keeling
intercepts to a similar extent and in the samectioe as expected due to photosynthetic
discrimination, which increases the likelihood tpately physical effects can be
mistaken for biologically reasonable patterns. é&gorted elsewhere, and shown here
for simulations we performed for the small chamtbesign used in the first experiment
(Figure 4.6), under diffusive conditions Keelingarcepts become more enriched as

soils become drier (Nickerson and Risk, 2009b). éyrextreme sampling conditions,
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with a long 45-minute measurement period and veyysdil, simulations produced
Keeling intercepts biased by almost 4%e..

We compared the potential bias from transport-eel&ffects to the expected
impacts from photosynthetic discrimination, caltinig theoreticab*>C values for soil
respiration from the planted soil columns usedxpdtiment 1. The photosynthetic
discrimination of the seedlings was estimated uiiegnodel from Farquhat al
(1989):

A=a+[b—-4[Ci/C]
whereA is total discrimination due to photosynthesiss the fractionation due to
diffusion in air (4.4%o)p is the net fractionation caused by carboxylat®rid), and ¢
and G are leaf internal C@and ambient C&concentration, respectively, which were
both determined from foliar gas exchange measuressmére calculated for each
plant using mid-morning @&nd G values measured during week 5 of the moisture
treatments. Th&™C of photosynthate was assumed to equal the aveegiene CQ
in the greenhouse (estimated as -10%o0) minus photiesiic discriminationf.

Theoretical values fa¥*>C of soil respiration were calculated based onsgve
simplifying assumptiongFirst, we assumed tha&t*C of heterotrophic respiration
remained static at -28.4%o (the average value filmerheterotrophic incubation
experiment) and did not vary with soil moisturec&ed, we assumed th&itC of
autotrophic soil respiration had the same isotopimposition as photosynthate

calculated with the Farqguhar model. We estimatédrbtrophic respiration rates from
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the root-free soils used in Experiment 2, and esttioh autotrophic respiration rate by
difference for planted and root-free soils with g&mmoisture content (rates were also

normalized to 25°C for comparispiWe used these autotrophic and heterotrophic

respiration rates and isotope values in a two-memidang equation to calculate
expectedd™C of total soil respiration for each soil column.

As shown in Figure 4.7, the expected differencsaifrespiredd*CO, due to
photosynthetic discrimination was 3.8%. betweenhtigé and low-moisture treatments.
The difference in autotrophic soil respiration pegedd by Farquhaget al’s model was
approximately 8%o, but this autotrophic signal wdstdd by heterotrophic fluxes that
we assumed would remain isotopically static acresisture levels. The predicted
difference in soil-respired-*C0O, due to photosynthetic discrimination was smalkent
the difference in our Keeling intercepts measureméh7%o.). Furthermore, even
though we compared plants at high and extremelynmisture levels, the predicted
difference in Keeling intercepts was within thegarof bias that can occur from using
surface chambers, even without advection (Figuse 4.

The predicted difference due to photosyntheticrdisoation was also smaller
than theoretical diffusive fractionation (4.4%o), il reinforces the need to examine
physical effects on measured sB{CO,, not only associated with sampling, but also
related to wind and other environmental factorswiwag et al, 2008a; Nickerson &
Risk, 2009c). The magnitude to which wind or othetiables affect soil-respired

5*C0O, may depend on soil moisture content (NickersonigkR2009c). Therefore, it is
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particularly important to scrutinize more closebjl $°CO, measurements made across

varying soil moistures, which may be susceptiblsgorious correlations.

CONCLUSIONS

In this study we tested whether soil-respib&tCO, is impacted by soil
moisture, and whether the effects of moisture ctal@xplained by microbial or gas
transport-related fractionation. We demonstrated tieterotrophic respiration does not
vary with moisture and cannot explain moisture@gen soil-respired=>C0O,. When
plants were present, we measured different Kedtitegcepts at high and low-moisture
levels, and modeling suggests these measured wakredikely influenced by gas
transport processes. Although we cannot rule otgrpial impacts from photosynthetic
discrimination, we further demonstrated that theimam difference in soil-respired
53CO, we could expect from changesdtiC of recent photosynthates was smaller than
our measured difference, and was also smallerttiatheoretical value associated with
gas diffusion. This indicates that it may be diffi¢o detect the impacts of
photosynthetic discrimination on soil-respif@dCO, because of gas transport-related
fractionation, and that it is quite possible toadbta biologically reasonable relationship

between moisture and soil-respi@dCO, from purely physical effects.
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Figure 4.1. Mean mid-morning stomatal conductamaeunatural light over the course
of moisture treatments. Error bars are 95% confidentervals.
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Figure 4.2. Keeling intercepts at high and low rmois levels for total soil respiration
with Douglas-fir seedling roots. Error bars aref8iEthe intercepts of linear least
squares regressions.
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Figure 4.3. Measured and mode®dC and CQ for a small soil chamber. Black circles
and black line are measured and modéféa, respectively. Grey triangles and grey
line are measured and modeled &0Oncentration, respectively. Water content was 6%

(v/v) and respiration rate was udol CO, m?s™,
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Figure 4.4. Heterotrophic soil respiratidiiC across a range of soil moistures.
Measured*C of large chamber headspacg,(measurements adjusted by modeled

estimates of residual headspace enrichmehtand measured™>C of small vial
headspaceK). Slope of regression is not statistically differ&om zero (slope=0.02,
p=0.06). Error bars are mass spectrometer measotemeertainty (0.4%o).
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Figure 4.5. Modeled versus measured chamber hezsBJ& (top) and C@
concentration (bottom), for a 22-hr incubation pdriHorizontal bars are mass
spectrometer uncertainties fC (+ 0.4%0) and C@concentration (+ 2.5%),
respectively. Vertical error bars represent modepot for + 25% of the CO
production rate measured prior to sealing the potaccount for uncertain fluctuations
in temperature during the incubation period. Darkesightest colors indicate highest
to lowest soil moisture.
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Figure 4.6. Modeled Keeling intercepts for 3 levasoil respirationjfmol m? s*) and

a range of water contents. Circles are Keelingaefets fitted to 4 points spaced 15
minutes apart, and triangles are fitted to 4 paptsced 5 minutes apart. Error bars are
standard errors for intercepts of least squaragsspns.
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Figure 4.7. Theoretical soil-respir6fCO, using the Farquhar model to calculatdc

of autotrophic contributions. Heterotrop&tC was held constant (-28.4%o),
autotrophiad*Cwas modeled from foliar gas exchange measureraendtshe Farquhar
et al. model, and"*C of total soil respiratiowas calculated from heterotrophic and
autotrophic end-members using a 2-member mixing#égu Relative contributions of
autotrophic and heterotrophic sources were deteunirom respiration rates measured
from intact and root-free soils.
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CHAPTER FIVE: GENERAL CONCLUSIONS

The studies presented above collectively demaestinat soil gas transport has
important influences on respiration dynamics undegying moisture and temperature
conditions. In the first study | showed that thass®al contributions of ECM mats to
total soil respiration may vary in part due to irofseof soil moisture on gas diffusivity.
| found that fluxes from deep soil horizons deceelwith higher moisture in the fall
and winter, which may have helped to increasedlaive contributions of soil biota
concentrated near the soil surface. In the seconty sl showed that diel hysteresis
patterns between soil respiration and soil tempegatan be explained entirely by €O
and heat transport processes. Although biologrfhlences such as diel changes in
photosynthate supply can modify these patterny, dhe not necessary to explain the
existence of hysteresis. Finally, in the third studhowed that soil moisture effects on
the 3"°C of soil respiration were likely caused in partdas transport effects.

The common conclusion from these studies, thatgisics plays an important
role in respiration dynamics, should come as npr&g. Analagous ecophysiology
studies of plant gas exchange (aboveground) havi® lmathematical descriptions of
the impacts of C@diffusion, water availability, heat and energyarale on rates of
photosynthesis and respiration (Nobel, 1991).dhtlof the more sophisticated
understanding already developed for plant respmaperhaps more surprising is the
fact that physical descriptions of soil respirati@ve not been developed farther

already. However, as shown in this dissertatiomamy cases physical responses to
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environmental drivers produce similar soil respimatdynamics as would be expected
for biological responses. Gas transport resporsgsrperature and moisture often are
not readily evident unless soil G@rofiles are explicitly examined in addition talso
surface fluxes.

A next step in developing more mechanistic desomgtof soil respiration
would be to build both conceptual and numerical et®df soil respiration that are
more spatially realistic. In many soil respiratgtndies, CQfluxes are only measured
at the soil surface, and environmental variable$i st moisture and temperature are
measured at one or a few discreet depths withisalleWithout also knowing how
CO, production is distributed in the soil, there maysignificant mismatch between
sensor locations and depths where;@@duction originates. As an analogy, a plant
ecophysiologist would not compare photosynthedesrat the very top of a forest
canopy to light levels or temperatures half waptigh the canopy, because it is widely
appreciated that steep environmental gradients$ exisin plant canopies. Similarly,
soil profiles exhibit steep environmental gradieaswell as gradients in soil physical
properties and biological activity, with changeteafoccurring across distances of
centimeters. Too often these gradients are ign@mdimeasurements at arbitrary
depths are used to represent the whole productafiley or soils are treated with only
very coarse spatial representations (e.g. Biome-B@®ains a rooting zone, and a sub-
rooting zone).

In these studies, by comparing interpretationdfrespiration with and

without accounting for gas transport, | argue gwk physical effects can often be
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overlooked, and that ignoring gas transport praeesan lead to incorrect assessments

of how moisture, temperature, and other forcingdiacinfluence soil respiration.

Nobel PS (1991hysicochemical and Environmental Plant Physiol&pn Diego,
CA, Academic Press.
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