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Biogeochemical and ecological transformations in hyporheic zones are dependent on the timing of hyp-
orheic exchange. We show through linked modeling of open channel turbulent flow, groundwater flow,
and solute transport that the residence time distributions of solutes advected by hyporheic flow induced
by current–bedform interaction follow power-laws. This tailing behavior of solutes exiting the sediments
is explained by the presence of multiple path lengths coupled with very large variability in Darcy flow
velocity, both occurring without heterogeneity in sediment permeability. Hyporheic exchange through
bedforms will result in short-time fractal scaling of stream water chemistry.

� 2008 Elsevier Ltd. All rights reserved.
1. Introduction

The cause of observed residence time distributions (RTDs) of
transient storage in streams remains unclear. The persistence of
this enigma over decades [1,18,21,23,25] generates uncertainty
regarding the role of streams as integrators of watershed processes
and hampers interpretation of tracer tests which are typical tools
for understanding stream and hyporheic processes. Transient stor-
age of water occurs in the hyporheic zone and in zones of zero net
downstream advection within channels or dead zones. In-channel
transient storage RTDs have been found to be exponential
[10,24,25]. Exponential RTDs for hyporheic exchange are also as-
sumed when applying a one-dimensional transient storage model,
based on first-order exchange, for estimation of exchange parame-
ters [19]. However, recent evidence shows that not all transient
storage has an exponential RTD. Persistence of stream tracer skew-
ness in both space and time cannot be explained by a simple expo-
nential model [21]. A log-normal RTD was found in the hyporheic
zone of a low-gradient stream [26]. Haggerty et al. [12] and Gooseff
et al. [9,10] found power-law RTDs that may be associated
with hyporheic exchange, although recent data (Haggerty data,
unpublished) suggest that rate-limited tracer desorption may be
responsible for the results. Haggerty et al. [12] suggested that a
power-law distribution of transient storage may be responsible
ll rights reserved.
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for early-time fractal scaling in time-series of bulk-stream solute
concentrations recorded by Kirchner et al. [16].

The RTDs of pore water in sediment determine which ecological
functions and biogeochemical transformations will or will not take
place in sediment [2,13,22]. For many processes, timing is every-
thing. However, hyporheic RTDs are controlled by the presence of
multiple pathways controlled by current–topography interaction
(e.g. [8]), stream geomorphology (e.g. [5,15]) and heterogeneity
in the hydraulic conductivity of sediments (e.g. [3]). Therefore, it
is very challenging to extract a detailed mechanistic basis for fitted
RTDs from in-stream tracer tests since it provides a collective sig-
nal. Elliott and Brooks [7] showed that RTDs of solutes pumped
through ripples have a form that, although not noted in the publi-
cation, results in a power-law tail. They assumed a flat boundary at
the top of the bed (i.e., the sediment–water interface) and flow in
the vertically semi-infinite domain was driven by sinusoidal pres-
sure distribution along the flat top boundary [7]. More recently,
Wörman et al. [27] analyzed three-dimensional hyporheic ex-
change through a streambed by imposing a Fourier representation
of streambed topography, translating it to a dynamic pressure dis-
tribution and imposing it as a boundary condition on a flat surface.
Their particle tracking analysis resulted in a bimodal RTD which
they attribute to two distinct wavelengths of bedforms. However,
it is crucial that the actual shape and surface of the bedforms are
included in models as fast flowpaths through the bedforms are ex-
cluded from the ‘‘flat surface” formulations [4]. Marion et al. [17]
show that exchange models excluding the shapes of bedforms
may not be able to accurately represent exchange through
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bedforms protruding significantly into the water column. We re-
cently showed that for the case of a single bedform shape (and
hydraulic parameters) that the RTD for bedform-driven hyporheic
exchange follows a power-law [5].

Cardenas and Wilson [4] have shown that the hyporheic flow
fields through bedforms are sensitive to bedform morphology.
We further explore what we found recently by investigating RTDs
for different triangular bedform morphology. RTDs for current–
bedform driven transport through hyporheic zones are generated
directly via modeling of turbulent flow over triangular bedforms
and linking this to groundwater and solute transport models of
the underlying sediment.

2. Methods

We follow the approach in [4]. Mean unidirectional turbulent
flow in the water column over subaqueous two-dimensional dunes
is simulated by solving the Reynolds-averaged Navier–Stokes
(RANS) equations with the k–x closure scheme. The RANS-derived
pressure along the sediment–water interface (SWI), which is con-
sidered a no-slip wall for the water column, is prescribed as a
Dirichlet boundary for the groundwater flow domain resulting in
sequential coupling of flow in the water column and in the under-
lying sediments. The top of the water column is a symmetry
boundary. The bottom of the sediments is prescribed as a no-flow
boundary. Lateral boundaries are considered spatially periodic
with the same prescribed pressure drop for both the water column
and the sediments. The pressure drop, dP, results in mean flow
from left to right of the domain. The modeling scheme is illustrated
in Fig. 1. Detailed discussion of the hydrodynamics and validation
of the modeling formulation is available in Cardenas and Wilson
[4].
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Fig. 1. Numerical modeling formulation (modified after [4]). Top part shows the
model boundary conditions for the turbulent flow model. Bottom part illustrates
boundary conditions for groundwater flow (black lines and text) and solute
transport models (gray lines and italicized text). Arrows in bottom figure indicate
flow directions. Domains are vertically truncated with only the lowermost portion
of the water column and the uppermost portion of the sediments shown; the entire
domain is 1.2 m deep. The governing equations are solved sequentially in the
following order: (1) RANS–k–x, (2) groundwater flow equation, and (3) solute
advection–diffusion–dispersion. L = 1.0 m, H = 0.05 m, dwat = 0.5 m, and
Vave = 0.17 m/s in all simulations. Lc/L = 0.9 in the figure but actual values vary
from 0.5 to 0.9 in the simulations.
The advection–diffusion–dispersion equation for solute
transport:
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where C is solute concentration, t is time, Dm is the molecular diffu-
sion coefficient in porous media, and u is the pore velocity. Index
i, j = 1, 2. D, the mechanical dispersion coefficient tensor is defined
as follows [6]:

Dij ¼ aTUdij þ ðaL � aTÞuiuj=U ð2Þ

where aT and aL are transverse and longitudinal dispersivities, U is
the pore velocity magnitude, and dij is the Kronecker delta func-
tion. aL is varied from 0.1 to 10 cm covering a broad range of val-
ues including those typical for the scale of our experiments (e.g.
[6]). aT is considered to be 1/10 of aL. Dm is set at 5 � 10�11 m2/s
which is typical for geologic materials [14]. The dispersion
coefficient is 5–250 times that of the diffusion coefficient in our
experiments.

The SWI is divided into in-flow and out-flow zones based on the
distribution of Darcy velocity normal to the SWI. The dividing point
between these two zones corresponds to a ‘‘hinge-line” in the
velocity distribution. The in-flow zone assumes a Dirichlet
condition (prescribed concentration) following step injection:

C ¼ 0 ðmol=m3Þ for t < 0 s ð3Þ
C ¼ C0 ¼ 100 ðmol=m3Þ for t P 0 s ð4Þ

while the out-flow zones along the sediment–water interface are
convective boundaries (i.e. Neumann condition with zero dispersive
flux):

oC
on
¼ 0 ð5Þ

where n is the direction normal to the boundary.
The RANS equations are numerically solved using the finite-vol-

ume approach as implemented in the code CFD-ACE+. The ground-
water flow and solute transport equations are solved using the
finite-element method implemented in COMSOL Multiphysics. La-
grange–Quadratic triangular elements are used in COMSOL Multi-
physics with node spacing less than 2 cm. The governing equations
are sequentially solved in the following order: (1) RANS–k–x, (2)
groundwater flow equation, (3) solute transport equation.

We ran simulations with each simulation corresponding to a
different bedform asymmetry, Lc/L, where Lc is the horizontal loca-
tion of the crest relative to the entire length of the bedform (Fig. 1)
and three dispersivity values. Lc/L = 0.5 is a symmetric dune while
Lc/L = 0.9 is more typical of an angle-of-repose dune. In all simula-
tions, the bedform length L = 1.0 m, the bedform height H = 0.05 m,
the depth of the sediments below the trough is 1.2 m (previous
studies shows that at this depth, the location of this boundary is
inconsequential [4]), the water column depth along the trough
dwat = 0.5 m and the average horizontal velocity, Vave, taken above
the crest is 17 cm/s. The sediments are assigned a permeability
of 2 � 10�10 m2 which is roughly equivalent to well-sorted coarse
sand to gravel. Dense spacing is maintained throughout the
unstructured finite-element mesh with triangular elements to lim-
it numerical dispersion. The node spacing along the top boundary
is 0.5 cm and the node spacing within the domain is 1 cm. This re-
sulted in more than 50,000 elements in the domain that is 1 m
wide and 1.2 m deep. Numerical dispersion is minimized at this
resolution and there is no grid-dependence of the solution. Solute
transport simulations typically took several CPU hours but usually
less than a day on a single-processor workstation.
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3. Results and discussion

Thorough validation and discussion of the flow modeling
scheme can be found in [4] and is not repeated here. Please refer
to that manuscript for details.

The breakthrough-curves (BTCs) are derived by integrating the
flux-weighted concentrations at the out-flow zones across the
SWI designated as convective boundaries (Fig. 1). The integral of
flux-weighted C is normalized by the integrated flux-weighted
concentration (C0) across the in-flow zones designated as a pre-
scribed concentration boundary in Fig. 1. Flux-weighed concentra-
tion is the resident concentration at a point along a boundary
multiplied by the fluid flux across it. For a step-input, the BTC is
equivalent to the residence time cumulative distribution function
(CDF).

Different bedform asymmetry will result in different CDFs even
though the forcing is similar (Fig. 2), i.e., the Reynolds number (and
average velocity) for the current that induces the circulation
through the sediments is the same. Different bedform asymmetry
results in different pressure distributions along the SWI (see Fig.
8c in [4]) which results in similarly variable groundwater flow
fields (see Fig. 7b in [4]). Of particular interest is the relative size
of the two flow cells in the sediments (one circulating counter-
clockwise or towards the downstream direction and the other cir-
culating clockwise or towards the upstream direction). When Lc/L
is around 0.7–0.9, the streamlines near the SWI from the inflow
point to the main out-flow at the crest for the two flow cells are
of different lengths. The clockwise-circulating cell has shorter
flow-lengths. Based on visual inspection, the case with Lc/L = 0.8
has the shortest flow-length, resulting in the earliest substantial
breakthrough observed in Fig. 2. The flow-lengths for Lc/L = 0.7
and 0.9 are similar but appear to be slightly longer than that for
Lc/L = 0.8 resulting in slightly delayed breakthrough. The flow-
lengths for more symmetric bedforms with Lc/L = 0.5 and 0.6 are
longer, with Lc/L = 0.5 the longest, thereby resulting in later break-
through. The left column in Fig. 2 corresponds to cases with mini-
mal dispersion. The BTCs for this case are therefore more reflective
of transport primarily driven by the variable groundwater flow
field. Increasing the longitudinal dispersivity (the dispersivity in-
creases 10-fold each column towards the right in Fig. 2) makes
the BTC shapes more similar, reflecting the diminished effect of
the variable flow field and increased dispersive effects.

Haggerty et al. [12] and Gooseff et al. [9] suggested that the
late-time portion of BTCs yields significant information regarding
hyporheic exchange and that characterization of long-timescale
hyporheic exchange is critical to biogeochemical studies. Our sim-
ulations show that late-time breakthrough may differ solely due to
bedform asymmetry. The case Lc/L = 0.8, with the steepest BTC at
early time, flattens at a higher relative concentration which sug-
gests that pathlines corresponding to long or even infinite resi-
dence times are less dominant. On the other hand, the case with
Lc/L = 0.9 results in flattening of the BTC at a smaller relative con-
centration suggesting increased importance of long residence
times.

The derivatives of the residence time CDFs give the probability
density functions or RTDs and are presented in Fig. 2. The RTDs
again illustrate the differences in early-time behavior but most
importantly show that at later times, all cases converge to a
power-law RTD across two-orders of magnitude change in disper-
sivity. Regression of power-law models to the RTDs based on visu-
ally constrained time periods results in practically perfect fits
(Table 1). The time-duration of this power-law behavior slightly
varies for different Lc/L, with more asymmetric bedforms entering
this power-law behavior at later times compared to those with
smaller Lc/L (Table 1). The power-law behavior is observed across
more than two-orders of magnitude change in time and may per-
sist to more than 100 days. (Our simulations are for sand–gravel
systems but the duration of the power-law behavior can be scaled
linearly with the permeability of the sediments owing to and with-
in the limits of Darcy’s Law.) A characteristic residence time or
turnover time, s, can be computed from the area and flux (Table
1). Flux and area are computed following Cardenas and Wilson
[4]. Values for s decrease with increasing asymmetry. The
power-law RTD persists up to many times that of s since most of
the flushing occurs at shallower depths.

Our simulations provide a direct and mechanistic explanation
for observed power-law RTD (e.g. [9,12]) which have also been
considered as an explanation for fractal behavior in stream solute
concentrations (e.g. [16]). The power-law behavior is driven by
the wide distribution of flowpaths and residence-times within
the interfacial exchange zone. There are infinitesimally short
advective flowpaths along the ‘‘hingeline” and there are relatively
very long flowpaths, the longest of which intersect stagnation
zones. In fact, these two flowpaths are translated to an infinitesi-
mally short and infinitely long residence times; that is, if we ignore
the impact of dispersion (numerical and actual). Moreover, velocity
decreases quasi-exponentially with distance from the SWI. All
these factors lead to a strongly heterogeneous groundwater flow
field that is responsible for the RTD. The stagnation zones, which
are found where the gray streamlines in Fig. 7 from [4] intersect,
are partly responsible for the heavy tails in the BTCs. The effects
of stagnation zones are analogous to the no-slip wall conditions
for viscous flow through a pipe with no entropy-driven transport
which results in a RTD that is proportional to t�3, indicating a fi-
nite-mass/infinite-residence-time behavior. We expect our RTDs
to have a power greater than �2 since transport is not purely
advective, i.e., we consider dispersion and diffusion. In fact, Table
1 shows that the exponents in the fitted models are between
�1.82 and �1.96. We compared the diffusive/dispersive flux to
the advective flux in the out-flow areas in order to assess the rela-
tive significance of advection and diffusion/dispersion, on the
resulting RTD. At the early-time limits used in our regression
(see Table 1), the advective fluxes through the SWI are 2–3 orders
of magnitude larger than that for combined diffusion/dispersion.
Diffusive/dispersive fluxes get even smaller relative to advective
fluxes through time. The power-law RTD at late-times is domi-
nantly generated by the current–bedform induced hyporheic flow
field rather than diffusive/dispersive processes.

Increasing the dispersivity clearly affects the early-time behav-
ior and may delay the onset of a late-time power-law RTD. But in
some cases, large dispersion may also result in a distinguishable
early-time power-law with a smaller exponent (see cases with
aL = 0.1 m in Fig. 2). This transition from one power-law RTD to an-
other occurs at smaller dispersion coefficients for more asymmet-
ric bedforms (aL = 0.01 m, Lc/L = 0.8, 0.9). The suite of simulation
results in Fig. 2 illustrates the relative importance of macrodisper-
sion and a non-dispersive but strongly variable groundwater flow
field on generating power-law RTDs. However, their absolute indi-
vidual contribution is impossible to distinguish. For these cases, we
surmise that extreme dispersion may result in early-time power-
law breakthrough while a strongly variable groundwater flow field
is more important in generating late-time power-law tailing. The
exponents for the early-time and late-time power-laws are differ-
ent and this may be a promising characteristic for distinguishing
which process is more important.

Several models have been used to describe the RTDs of hypor-
heic zones based on in-stream tracer experiments that record inte-
grated signals. The resulting RTDs are determined by which
process dominates, and these processes may vary in space and
time. Exponential distributions are expected where exchange with
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transient storage zones can be characterized by diffusive-type pro-
cesses. However, transient storage modeling where exponential
models are prescribed is sensitive only to early-time portions of
RTDs [11]. Perhaps, in such previous studies, the exchange pro-
cesses over which the tracers are monitored are dominated by fac-
tors other than current–bedform induced exchange, which we
show results in power-law RTDs, or perhaps other factors are
indeed dominant even at later times. Exchange through heteroge-
neous streambeds has been shown to result in different types of
RTDs. For example, Cardenas et al. [3] showed that RTDs of solutes
through heterogeneous streambeds are log-normal while Saenger
et al. [20] presented examples of bimodal distributions. Moreover,
Cardenas et al. [3] illustrated that log-normal RTDs may be gener-
ated solely by spatially variable hydraulic conductivity without the



Table 1
Hyporheic exchange measures and power-law (d(C/C0)/dt = atb) regression parameters

Lc/L Flux (m2/d) Area (m2) s (days) aL = 0.001 m aL = 0.01 m aL = 0.1 m

b R2 b R2 b R2

0.5 0.070 0.873 12.50 �1.944 0.9984 �1.896 0.9998 �1.857 0.9992
0.6 0.072 0.873 12.12 �1.948 0.9994 �1.916 0.9999 �1.870 0.9994
0.7 0.074 0.856 11.53 �1.990 0.9998 �1.954 0.9998 �1.882 0.9993
0.8 0.078 0.787 10.12 �1.989 0.9992 �1.972 0.9996 �1.861 0.9991
0.9 0.064 0.685 10.74 �1.873 0.9992 �1.745 0.9991 �1.736 0.999
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presence of irregular pressure distributions due to topography.
(Note, however, that the RTDs in Cardenas et al. [3] are not appro-
priately flux-weighted). We therefore expect that in the absence of
strong heterogeneity in the stream sediments and significant in-
channel storage zones, but in the presence of topography along
the sediment–water interface, RTDs associated with interfacial
(hyporheic) exchange will follow a power-law from timescales of
several minutes to tens of days. This power-law tailing is expected
to be ubiquitous since bedforms tend to be self-similar across sev-
eral scales [5]. Similar hyporheic flow fields may be present under
non-triangular topography as long as the pressure gradients are
due to variability in dynamic pressure along the sediment–water
interface and not due to changes in elevation in the free water sur-
face such as in high-Froude number flows in pool–riffle sequences.
Therefore, any solute pulse introduced to a stream experiencing
significant current–bedform driven interfacial exchange will be
transformed to a power-law signal, lending further credibility to
and a mechanistic basis for Haggerty et al.’s [12] assertion that
early-time fractal behavior in stream solute chemistry (e.g. [16])
may be due to interfacial exchange.
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