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Extracting Forest Age in a Pacific Northwest
Forest from Thematic Mapper and

Topographic Data

D. S. Kimes,” B. N. Holben,” ]. E. Nickeson," and W. A. McKee*

The feasibility of extracting forest age of young stands
(<50 yr) in a Pacific Northwest Forest using Landsat
Thematic Mapper (TM) spectral bands and topographic
information was explored using a neural network ap-
proach. Understanding the changes of forest fragmenta-
tion through time are important for assessing alterations
in ecosystem processes (forest productivity, species diver-
sity, nutrient cycling, carbon flux, hydrology, spread of
pests, etc.) and wildlife habitat- and populations. The
study area was the H.]. Andrews Experimental Forest or
the Blue River Ranger District of the Willamette Naticnal
Forest in western Oregon. Timber harvesting has occurred
in this forest over the past 45 years and has a recorded
forest management history. The study area was extracted
from a georeferenced TM scene acquired on 7 July 1991.
A coincident digital terrain model (DTM) derived from
digital topographic elevation data was also acquired.
Using this DTM and an image processing software pack-
age, slope and aspect images were generated over the
study area. Sites were chosen to cover the entire range
of forest stand age and slope and aspect. The oldest
recorded clearcut stands were logged in 1950. A number
of sites were chosen as primary forest which had no
recorded history of cutting. Various feed-forward neural
networks trained with back propagation were tested to
predict forest age from TM data and topogrephic data.
The results demonstrated that neural networks can be
used as an initial model for inferring forest age. The best
network was a 65— 1 structure with inputs of TM
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Bands 3, 4, and 5, elevation, slope and aspect. The rms
values of the predicted forest age were on the order of 5
years. TM Bands 1, 2, 6, and 7 did not significantly
add information to the network for learning forest age.
Furthermore, the results suggest that topographic infor-
mation (elevation, slope, and aspect) can be effectively
utilized by a neural network approach. The results of the
netwerk approach were significantly better than corre-
sponding linear systems.

-

INTRODUCTION

The extensive old-growth forests of western Oregon
have been subjected to widespread cutting during the
past 45 years. This has created patches of recent clear-
cuts, young plantations, older second-growth stands,
and remnant mature and old-growth forests (Spies and
Franklin, 1988). Understanding the changes of forest
fragmentation through time are important for assessing
alterations in ecosystem processes (forest productivity,
species diversity, nutrient cycling, carbon flux, hydrol-
ogy, spread of pests, etc.) and wildlife habitat and popu-
lations (Ripple et al., 1991; Iverson et al., 1994; Cohen
et al., 1995). It is desirable to inventory and monitor
such highly fragmented areas using a high resolution
sensor such as the Landsat Thematic Mapper (TM) with
a nominal resolution of 28.5 m (Iverson et al., 1994).
Studies have predicted broad age classes of Pacific
Northwest conifer forests (< 80 yr, 80-200 yr, and > 200
yr; Cohen et al., 1995) with accuracies on the order of
73% using TM data. Fiorella and Ripple (1993) showed
strong relationships between TM band values and the
age of carefully selected, homogeneous, Douglas fir
stands (2-35 years old). It is desirable to obtain forest
age (continuous variable) on a per pixel basis in old-
growth forests of western Oregon that have undergone
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widespread clearcutting and planting. Specifically, in
this study the feasibility of extracting forest age (on a
continuous basis) of young, managed stands (<50 yr)
using TM spectral bands and topographic information
was explored.

The relationship between the age of the forest since
clearcutting and the TM spectral return, elevation, slope
and aspect is very complex. The TM spectral return
is a function of the vegetation structure and optical
properties of the vegetation and background compo-
nents (Kimes et al., 1985; Kimes, 1991; Cohen et al,,
1995). The vegetation structure and optical properties
of the components are determined by the forest growth
characteristics, which are a function of the elevation,
slope, aspect, planting practices of the area logged, and
other site quality characteristics. The topographic effect
is much more complex than a simple correction for the
incident angle (Cohen et al., 1995). For the “expert”
to understand and accurately capture all of the above
relationships in a physical model is difficult.

The development of physically based radiative scat-
tering models that incorporate forest growth and topog-
raphy, and that can be used to extract forest parameter
is in its infancy (e.g., as reviewed by Wang and Jarvis,
1990; Nikolov and Fox, 1994; Levine et al., 1993).
Within the scientific community, one would ideally like
to develop accurate physically based models for the
specific system being studied which can serve as a
hypothesis for our current understanding of the physical
system and as a basis for extracting forest parameters
from other readily known / measured parameters. How-
ever, accurate models that are invertible in this context
are lacking. Neural networks offer many advantages to
this developing field.

In the field of remote sensing, neural networks
have been used recently for classification (and other
spatiotemporal relationships), predicting continuous pa-
rameters of ground cover, and for fast and stable inver-
sions of relatively complex physical models (e.g., Liu
and Xiao, 1991; Key et al., 1989; Hewitson and Crane,
1994; Tsang et al., 1992; Heermann and Khazene, 1992;
Bischof et al., 1992; Dawson et al., 1994; Paola and
Schowengendt, 1994; Pierce et al., 1993). These studies
show that neural network approaches often perform
significantly better than traditional techniques. Neural
networks have the ability to learn patterns or relation-
ships given training data, and to generalize or abstract
results from imperfect data (e.g., data with noise or data
with a few incorrect values; Anderson and Rosenfeld,
1988; Wasserman, 198Y; Zornetzer et al., 1990).

Neural networks are employed in this study because
they offer the following advantages. First, neural net-
works can be used as an initial model. If accuracy is
the major concern, a neural network may be entirely
adequate and desirable. A neural network can model
the forest system on the basis of a set of encoded input/
output examples of the system. The network maps in-

puts to the desired output by learning the mathematical
function underlying the system. Using this approach,
input and output variables can be related without any
knowledge or assumptions about the underlying mathe-
matical representation.

Secondly, networks can be used to define a set of
variables that are relevant to the desired parameter(s)
to be inferred. If the mapping of a network is not
accurate, this may indicate that some input variables
are missing. Also an input variable is relevant to the
problem only if it significantly increases the network’s
performance. Thus, networks can be used to identify
relevant variables for physically-based modeling devel-
opment (Fu, 1994).

Finally a network can be used as a baseline control
while developing physically based models (Fu, 1994).
The physical processes embedded in the model being
developed can be improved if model results are not
more accurate than the neural network results. The
network does not assume any initial information and is
viewed as a black box. Thus, according to Fu (1994),
the network provides a good performance standard for
evaluating a physically based model.

In this study, the feasibility of using neural networks
as a method to predict forest age of young stands from
TM and topographic data was tested. TM data with 28.5
m resolution is suited for the assessment of forest cover
in highly fragmented landscapes (Iverson, 1994). Input
variables that included TM Bands 1-7, elevation, slope,
and aspect of each pixel were used to predict forest
age. Feed-forward networks with a layer of input nodes,
one layer of hidden nodes, and a single output node
were tested. The significant input variables were identi-
fied. The resulting networks serve as a baseline control
to other models being developed.

METHODS

Forest Data

The study area was the H. J. Andrews Experimental
Forest on the Blue River Ranger District of the Wil-
lamette National Forest in western Oregon. The Forest
is primarily in the Western hemlock (Tsuga heterophylla)
and Pacific silver fir (Abies amabilis) vegetation zones
(Franklin and Dyrness, 1973) and the major tree species
are Douglas fir (Pseudotsuga menziesii), Western hem-
lock (Tsuga heterophylla), Pacific silver fir, and Western
red cedar (Thuja plicata). The climate is maritime with
wet, mild winters and dry, warm summers. The domi-
nant species at elevations below 1000 m are Douglas
fir, Western hemlock, and Western red cedar, with
noble fir (Abies procera), Pacific silver fir, and mountain
hemlock (Tsuga mertensiana) becoming important at
higher elevations. Timber harvesting has occurred in
this Forest over the past 45 years.

The Landsat (V) TM scene, acquired on 7 July



Table 1. Range of Each Variable for Training and Testing Data

Variable Training Data Testing Data
Year logged 1945-1989 1945-1989
Elevation 482-1524 m 482-1537 m
Slope 0-41° 0-41°
Aspect 0-358° 0-358°

1991 (WRS 46/29), was precision terrain corrected
by Hughes STX’s Satellite Mapping Technologies. A
precision corrected product is one that has been geocor-
rected using ground control points coupled with orbit
modeling software to remove systematic distortion and
achieve geodetic alignment. A precision terrain cor-
rected product uses an additional input of 3-arc-second
digital topographic elevation data (DTED) to remove
image parallax and achieve a product with orthoimage
properties. Both the TM bands and a digital terrain
model were resampled to a 25-m UTM projection. The
digital terrain model, derived from a spline interpolation
of a 3-arc-second DTED product was used with an
image processing software package to generate slope
and aspect images over the study area.

Sites were chosen to cover the entire range of forest
stand age and slope and aspect. The number of sites for
training and testing were 67 and 40, respectively. A
number of contiguous pixels interior to each site were
selected. The resulting number of pixels for training
and testing were 6593 and 3555, respectively. The range
of stand age, elevation, slope, and aspect are shown in
Table 1. The oldest recorded clearcut stands were cut
in 1950. A number of sites which were recently clearcut
(<10 years) were assigned a cut age of 1989 because
the exact dates of these cuts were not recorded in the
data. A number of sites were chosen in primary forest
which has no recorded history of cutting. These mature
and old-growth stands were arbitrarily assigned a age
of 1945 for the purpose of training and testing the net.

Neural Networks

A backpropagation network was used in this study. It
is a multilayer feed-forward network with a learning
rule known as backpropagation as described in detail
by Fu (1994). A network with an input layer, hidden
layer, and output layer is shown in Figure 1. In this
study the input layer was connected to a hidden layer
which was connected to a single output node. The input
nodes are fully connected to the nodes in the hidden
layer, which in turn are fully connected to the output
node. All processing flows from the input nodes through
the hidden layer to the output node. The network struc-
ture is denoted in this article as: #input-nodes = hidden-
nodes —> output-nodes (i.e., a 4 >3 = 1 network would
have 4 input nodes, 3 hidden nodes, and 1 output node).
No feedback processes are allowed. The backpropaga-
tion algorithm (McClelland and Rumelhart, 1988) was
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used to train the weights of the network. This three-
layered network was chosen because in most cases this
structure is sufficient to solve the problem of inferring
a continuous parameter (Fu, 1994).

A significant amount of time was spent in selecting
a set of input variables in order to achieve a high
accuracy of the net. The available input variables in this
study were TM Bands 1-7, elevation, aspect, and slope.
The output node was the year that the pixel was logged.
In addition, information was available on the planting
history of the area logged. In general, the site prepara-
tion was broadcast burning, and the areas were planted
with Douglas fir and a few areas were planted with
noble fir. On some areas two or three replantings were
performed. From a remote sensing perspective, this
information would not be known and thus was not used
as an input variable in the initial networks. However,
various networks were explored later using some of this
planting information as an input variable to see if it
explained some of the error in the performance of the
networks. A planting index was used in this study to
capture part of this information. If the area was planted,
then the year of planting minus the year of logging was
recorded. The first planting date was always used.

A summary of the equations used for feed-forward
networks with the backpropagation learning algorithm
follows. The nomenclature is similar to that of Sigillito
and Hutton (1990). The three layer network is described
here (Fig. 1). The network has n; input nodes, nx hidden
nodes, and n, output nodes. The training set has p
input-target pairs, (X”,7%), p=1,...,n,. The pth input-
target pair is represented as the vectors (XP =xf,...,x%)
and (T° =#,...,t3,). The input, hidden, and output levels
are referred to levels 0, 1, and 2, respectively. Equations
for inputs, outputs, and weights use the symbols I, O,
and w, respectively. Superscripts refer to the level as
well as the pair number.

The input nodes pass their inputs to the nodes
above them with no computations. Thus, the output of
the ith input node when the pth input vector is intro-
duced to the network is OP? =x?.

The input to the jth hidden node is

ni+1
B'= L wjor 1)

i=1

The n+ 1 rather than just n; accounts for the bias

term associated with the jth hidden node. The bias is
represented as another weight wj,,. that is learnable.
The input to this fictitious bias node is always 1.0. The
output of the jth hidden node is

mi+ 1
o' =fr'y or Op'= z;w},io,-"-"). @)

i=1

The f is the activation function. In this study, the func-
tion is the sigmoid or logistic function
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Figure 1. Neural network with three layers where the squares represent n; input nodes, the circles represent n; hidden
nodes, and the triangles represents n, output nodes, w? represents the weight matrix applied to the inputs to the output
nodes and the w}rrepresents the weight matrix applied to the inputs to the hidden nodes.

1
x)= .
fx) l1+e*
The same type of equations are applied to the next
level. The input to the jth output node is
np+1

=3 uton 3)

i=1

The nn+1 rather than just n, accounts for the bias
term associated with the jth output node. The bias is
represented as another weight wj,,., that is learnable.
The input to this fictitious bias node is always 1.0. The
output of the jth output node is

np+ 1
or? =fil*) or >, wjz,iO.‘"l>. (4)

i=1

Backpropagation is used to derive the weights and biases
of the network. The back propagation equations were
popularized by Rumelhart et al. (1986). The error term
is

E-13 Smr-ory.

p=1li=1
Differentiating E with respect to w}; and wj; gives us a
component of the gradient of E. To minimize the error,
the following learning equations are used in practice

for the weights at level 2 and 1 (¢ is the number of
iterations):

wi(t+ 1) =wi(t) + 1 720 + aAwl(t),  (5)
p=1

where

& =(T7 - 07H0p(1 - 07%),

and

wi(t + 1) =wl() + n 670" + a Awl(t),  (6)

p=1

where

F' = 0P (1-OF') 3 wh 55

m=1

Neural networks can be trained to both underfit
and overfit the data as with traditional methods of inter-
polation. High training error (or inability to converge)
is characteristic of underfitting. High testing error is
characteristic of overfitting. One would like a close
correspondence between the training and testing errors.
The size of the network (number of hidden nodes in
this case) was adjusted until the two errors were similar.

Each element of the input and output vectors for
all samples were scaled (between 0 and 1). This normal-
ized the inputs and outputs to certain dynamic range
for transfer functions used in training the net.

In general, 10 runs each with a different random
number were used to populate the initial weights. The
different initial weights showed very little difference in
the stability of the final results. Various a (momentum
term) and 7 (learning rate) values were tested. Gener-
ally, 200,000-300,000 epochs were run until the errors
converged to a relatively constant value.

RESULTS AND DISCUSSION

A few networks tested for inferring the forest age are
shown in Table 2. Of the networks tested, the one that
was chosen as the best (6 >5—1 network in Table 2)
had the minimum number of nodes, close correspon-



Table 2. Results of Various Net Structures Using the Six
Input Variables (TM Bands 3, 4, 5, Elevation, Slope and
Aspect)*

rms (years) R?
Net Structure Train Test Train Test
G==T=>] 7.08 7.79 0.777 0.595
6—+6—>1 5.06 5.68 0.795 0.673
6—=>5—>1" 5:12 5.59 0.788 0.686
6—~+4—1 5.10 5.76 0.782 0.652
6—+3—1 6.56 9.02 0.726 0.492

* The number of pixels used for training and testing were 6,593 and
3,555, respectively. The root mean square (rms) values in years and
the R? values for the predicted forest age are reported.

" Best network.

dence between the training and testing accuracies, and a
relatively high overall accuracy. These guidelines assure
that the network neither underfits or overfits the data.
‘The rms and R? of the predicted forest age versus the
true forest for each network is shown in Table 2. The
6—>5—>1 network had rms values of 5.12 years and
5.59 years, respectively for the training and testing data.
The R? values of this network were 0.79 and 0.69,
respectively, for the training and testing data. These
rms’s in years corresponds to a normalized rms (divide
by 44 years) of 0.117 and 0.127 for the training and
testing data, respectively. The accuracy of these results
are good considering that the input data is on a per
pixel basis (e.g., no spatial information is used in this
study).

Initially the performance of each network was poor
and unstable. It was discovered that the network’s ability
to learn depended on the way the input data were
normalized. It is common practice to normalize each in
put channel independently between the values of 0 and
1. This has the positive effect of each input channel
having a full dynamic range between 0 and 1 relative
to all other channels. Using this method of normaliza-
tion, the networks had difficulty training— the networks
performance was uneven and unpredictable. However,
when the spectral bands were normalized as a group,
the networks trained and tested well, that is, the answers
were less sensitive to changes in 7 and a. Eberhart and
Dobbins (1990) noted that in theory a network should
be able to find the relationships between channels when
normalization is performed independently on each chan-
nel. In practice, however, this technique of normaliza-
tion sometimes makes training of the network difficult
resulting in poor network performance. When the spec-
tral bands are normalized as a group, the dynamic range
of the channels is decreased; however, the relationship
between two channels is maintained, and no multiplica-
- tive factors are introduced to the problem.

The behavior of the networks tested had several
characteristics that are commonly reported in the litera-
ture (Eberhart and Dobbins, 1990). For example, it was
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Figure 2. Root mean error square (rms) as a function of
number of epochs for the 6 =5 — 1 network in Table 2.

found that unstable answers were experienced until the
n was lowered (on the order of 0.005 in this study).
With the lower 7 the rms was stable and consistently
converged to the same value (Fig. 2). The a value was
set at 0.05.

Various networks were used to define a set of vari-
ables that are relevant to the problem of inferring forest
age. We began with a large network that included all
inputs and trained the net. The input variables were
deleted one at a time. Irrelevant input variables were
deleted. An input variable was considered relevant only
if it significantly increased the network’s performance.
TM Bands 1, 2, 6, and 7 did not significantly increase
the network’s performance and thus were deleted as
input variables. In this study the TM Band 6 (10.45-
12.46 um) did not add any significant information to
the network for learning the forest age. However, Sader
(1986) found that the Thermal Infrared Multispectral
Scanner was capable of detecting temperature differ-
ences related to relative differences in canopy closure
and green leaf area. The thermal domain is much more
dependent on a multitude of environmental parameters
in contrast to the optical domain, which is largely depen-
dent only on the optical and structural properties of
plant components. In this study TM Bands 3, 4, and 5
and the elevation, slope, and aspect significantly contrib-
uted to the net’s performance (> 0.44 rms in years).

The number of hidden nodes were pruned until
training performance began to significantly decrease. At
this point further pruning of the number of hidden
nodes was explored to extend the generalization of the
network (Fu, 1994).

In all networks, both the training and testing statis-
tics steadily improved with each 1000 epochs, but the
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Figure 3. Predicted vear logged versus the true year logged for the training (3a) and testing (3b) data. The network used
was the 6 = 5— 1 network in Table 2. The number of pixels / points shown are 6593 for the training data and 3555 for the
testing data. The rms and R? values for the training data were 5.1 and 0.80, respectively. The rms and R? values for the

testing data were 5.6 and 0.69, respectively.

9

differential between the training and testing statistics
always stayed relatively constant. When the number of
hidden nodes were varied to try to improve generaliza-
tion, the smallest differential between the training and
testing data for both the rms and R? values occurred
for the 6 =~ 5— 1 network (Table 2).

Figure 3 shows the predicted year logged from the
6 = 5— 1 network (Table 2) versus the true year logged
from the training and testing data. The number of pixels
shown for the training and testing data are 6553 and
3555, respectively. The dark areas in Figure 3 represent
a relatively large number of points. It is clear from
Figure 3 that the network generalizes the information
it has learned from the training data to the unseen
testing data relatively well.

Using only TM Bands 3, 4, and 5 with no topo-
graphic information, a 3 =3 — 1 network had a training
and testing rms of 8.0 and 8.4 years, respectively. This is
improved significantly, however, when the topographic
information (elevation, slope, and aspect) is also used
as input to create the 6 > 5— 1 network mentioned in
Table 2 which had a training and testing rms of 5.1
years and 5.6 years, respectively. Thus, these results
suggest that topographic information can be effectively
utilized by a neural network approach.

Many studies using remotely-sensed data utilize veg-
etation indices. The widely used normalized difference
vegetation index (NDVI) was used along with the eleva-
tion, slope, and aspect as inputs to a 4 =5 — 1 network.

'

NDVI is calculated as (TM4 — TM3) / (TM4 + TM3). The
rms for the training and testing were 6.0 years and 8.1
years, respectively. Using TM data, Sader et al., (1989)
found that the NDVI was not significantly correlated
with forest regeneration age classes. In comparison, the
6 —>5—>1 network (Table 2) that uses TM Bands 3, 4,
5, elevation, slope, and aspect had an rms for training
and testing of 5.1 years and 5.6 years, respectively.
Multiple linear regression techniques were applied
and compared to the neural network approach. The rms
values for a linear system using the six variables (TM
Bands 3, 4, 5, elevation, slope, and aspect) for the
training and testing data were 7.1 years and 7.5 years,
respectively. The respective R? values were 0.56 and
0.51. In this linear system the topographic information
is not utilized effectively as would be expected since
the topography introduces a nonlinear component to
the system. For example, a linear system using only TM

~Bands 3, 4, and 5 and no topographic information had

an rms for training and testing of 7.3 years and 7.5
years, respectively. In contrast to the rms values of the
6 —~5—1 network (Table 2), these linear systems had
rms values on the order of 35-40% higher.

Generally, in a remote sensing mission information
on the planting history on a per pixel basis would not
be available. However, planting history clearly has an
effect on the forest growth characteristics and thus
ultimately affects the vegetation structure and optical
properties of the forest components. The details of the



planting practices were discussed in the Methods sec-
tion. The ‘influence of the planting index was explored
for all pixels that were planted. The planting index is
the year of planting minus the year of logging. The
planting generally occurred within 2 years of logging
(75% of the cases); however, the time of planting varied
up to 16 years after logging. The accuracies of various
networks that used this index as an additional input
variable were explored. Only pixels that were planted
were used. There were 5211 and 2762 pixels for training
and testing, respectively. A 75— 1 network (inputs:
TM Bands 3, 4, 5, elevation, slope, aspect, and planting
index) had an rms of 4.0 vears and 5.7 years for the
training and testing data, respectively. In comparison,
a6—>5— 1 network (inputs: TM Bands 3, 4, 5, elevation,
slope, and aspect) without the planting index had an
rms of 4.7 years and 6.0 years for the training and
testing data, respectively. The planting variable seems
to contain useful information. However, many other
variables are not accounted for; for example, the number
of replantings, the density of planting, the species used
in planting, the growth potential for various sites due
to edaphic (soils), and topographic conditions (elevation,
slope, aspect), the variations in site preparations, etc.

CONCLUSIONS AND IMPLICATIONS

The results demonstrated that neural networks can be
used as an initial model to extract forest age of young
stands (<50 yr) using TM spectral bands and topo-
graphic information. The best network was a 6 >5—1
structure with inputs of TM Bands 3, 4, 5, elevation,
slope, and aspect. The rms values of the predicted forest
age were on the order of 5 years. TM Bands 1, 2, 6, and
7 did not significantly add information to the network for
learning forest age. Furthermore, the results suggest
that topographic information (elevation, slope, and as-
pect) can be effectively utilized by a neural network
approach. The results of the network approach were
significantly better than corresponding linear systems.
The variability in site quality, site preparation, and
planting practices for different stands introduces un-
known variables in remote sensing missions. The vari-
ability occurs at many levels: site preparation after log-
ging, planting or natural regeneration, number of
replantings, dates of replanting(s), species of trees
planted, density of planting, and growth potential of
site, etc. In most remote sensing missions, gathering
planting information on a per pixel basis is not possible.
Thus, the accuracy of inferring forest age using a net-
work will depend on the planting practices in the region
being studied. For example, if the planting history varies
widely, such as in this study, one would expect networks
to perform similar to the 6 >5—1 network (Table 2)
with rms values on the order of 5 years. However,
in regions where the planting practices are relatively
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uniform, one would expect a significantly lower rms
error in predicting the forest age.

In this study the input data was from individual TM
pixels. Much variation occurs at this scale within a
training or test site. Consequently, it is believed in
future efforts that averaging data from adjacent pixels
may improve the training and testing accuracies. In
addition, explicit calculations and direct measures of
spectral. texture can be introduced to the network as
additional information which can improve the network’s
accuracy of prediction. Numerous calculations of texture
exist in the literature. Paola and Schowengendt (1994)
have shown that spectral texture can be entered into
the network directly in the form of a 3 x 3 window and
significantly improve the performance of the network.

Ultimately, the scientific community needs to de-
velop physically based radiative scattering models that
incorporate forest growth and topography. These mod-
els need to be accurate and invertible for the desired
parameters. Until these activities mature, the neural
network approach provides an initial model for pre-
dicting forest age. The network analysis in this study
defined a set of variables that are relevant to modeling
efforts designed to infer forest age. In addition, the
study provides a performance standard for evaluating
other models.

-~
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